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ABSTRACT At present, in the application of Bayesian network (BN) structure learning algorithm for
structure learning, the network scale increases with the increase of number of nodes, resulting in a large scale
of structure search space, which is difficult to calculate, and the existing learning algorithms are inefficient,
making BN structure learning difficulty increase. To solve this problem, a BN structure optimization method
based on local information is proposed. Firstly, it proposes to construct an initial network framework with
local information and uses the Max-Min Parents and Children (MMPC) algorithm to construct an undirected
network framework to reduce the search space. Then the particle swarm optimization (PSO) algorithm is used
to strengthen the algorithm’s optimization ability by constructing a new position and velocity update rule and
improve the efficiency of the algorithm. Experimental results show that under the same sample data set, the
algorithm can obtain a more accurate BN structure while converging quickly, which verifies the correctness
and effectiveness of the algorithm.

INDEX TERMS Bayesian network, structure learning, local information, particle swarm optimization
algorithm.

I. INTRODUCTION
Bayesian network (BN) is an important tool for uncertain
knowledge expression, and it is a directed acyclic graph
(DAG) of joint probability distribution of some nodes [1].
It consists of two parts: DAG and conditional probability
table (CPT). Among them, the DAG qualitatively represents
the independent relationship between variables, and the CPT
quantitatively represents the degree of dependence between
variables. Due to their powerful abilities in representing and
reasoning, it is widely used in the field of biomedicine [2],
prediction [3], classification [4], causal inference [5], etc.

The approaches of BN structure learning can be divided
into three types: constraint-based methods [6], search-and-
score methods [7] and hybrid methods [8], [9]. Since find-
ing the optimal BN is a non-deterministic polynomial (NP)
problem [10], In general, the number of network structures
in DAG space is large, and the search space of the network
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structure will increase exponentially with the number of net-
work nodes. In order to reduce the complexity of search,
find the optimal network structure, the BN structure learning
method mainly uses the heuristic search method.

At present, some scholars have proposed the use of ant
colony algorithm [11], genetic algorithm [12], artificial bee
colony algorithm [13], simulated annealing algorithm [14],
PSO [15] and other algorithms for BN structure learning. PSO
algorithm has been widely used in the learning process of BN
structure because of its simple coding, strong global search
ability and fast convergence speed.

At the same time, PSO is also applied to the follow-
ing methods. Reference [16] showed a new multi-swarm
cooperative multi-objective PSO algorithm to solve the
multi-objective optimization problems. Reference [17] pro-
posed a new MOPSO algorithm and applied successfully
to solve the multi-objective environmental/economic dis-
patch problem with constraints. Similarly, PSO has cer-
tain advantages when dealing with high-dimensional data.
Reference [18] proposes a new feature selection method
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based on variable-size cooperative coevolutionary PSO,
which divides the high-dimensional feature selections prob-
lem into several low-dimensional sub-problems. Reducing
the calculation cost greatly improves the efficiency of the
algorithm. Reference [19] showed the first study of multi-
objective PSO for cost-based feature selection. It is a very
competitive feature selection method to solve the cost-based
feature selection problem.

However, in the process of using PSO to learn BN struc-
ture, most of the literature ignores the construction of node
information for the initial structure when using PSO for
structure learning. Reference [20] designed a discrete PSO
to solve the learning problem of BN structure. Use mutation
operator and nearest neighbor search operator to overcome
the shortcomings of algorithm premature. Reference [21] pro-
posed a network structure algorithm combining PSO and GA,
using random mutation and crossover operations to redefine
particle update rules, and achieved good results on small
data sets. The above algorithms are all improved solutions
for the PSO, but the initial particles are generated randomly,
and there is no restriction on the initial particles, which will
lead to excessive randomness of the algorithm. If there is
no restriction, the result will be uncertain. Therefore, some
scholars have proposed the use of mutual information to
limit the initialization process of particles. Reference [22]
proposed a PSO algorithm based on restriction technology,
which uses mutual information to restrict the initialization
of PSO and narrow the search space of the algorithm, but
mutual information establishes global information between
nodes. When the data dimension is high, the model con-
struction efficiency is low. Reference [23] proposed a BN
structure learning algorithm based on evolutionary strategy,
and designed a new initial structure encodingmethod to avoid
the generation of illegal structures cyclic graphs. However,
due to the relatively complex coding, subsequent calculations
require higher computer performance and are not easy to
implement. Reference [24] proposed to use the maximum
likelihood tree (MLT) to create an initial population, and
at the same time apply the binary PSO based on immune
strategy to BN structure learning, because the tree structure
is used in the initial population construction process, the
dependence on the root node is too large. When the root node
error occurs, it will cause the failure of all network structures,
thus affecting the accuracy of the algorithm.

It can be seen from the above references that in the process
of learning BN using PSO, it plays a vital role in the con-
struction of initial nodes, especially if the local information
between nodes can be fully utilized to construct the initial
network structure. Then the amount of calculation will be
greatly reduced in the subsequent structure search process.
Therefore, aiming at the above problems, we propose a BN
structure learning algorithm based on local information. This
method first uses the local search-basedMax-Min Parents and
Children (MMPC) algorithm to construct an undirected net-
work framework to optimize the initial population and reduce
the search space of the PSO. Then a PSO algorithmwith local

information is proposed, and the optimization ability of the
algorithm is strengthened by constructing a new position and
velocity update strategy. Compared with other previous BN
structure learning algorithms, this article has the following
contributions:

a) In the early stage of the algorithm, the construction of
an undirected network framework based on local search
was proposed to reduce the search space of the network
structure. The algorithm limits the search space of PSO,
simplifies the search mechanism, and improves the con-
vergence speed of subsequent searches using PSO.

b) The concept of introducing local information in the con-
straint phase is put forward, and the related constraints
of the information between nodes are increased to ensure
the consistency of the selected local parent-child node
information and global information. Improve the accuracy
of network nodes in the early stage of the algorithm. The
choice of the potential parents is very important for the
success of structure learning, as a wrong initial choice will
result in poor structure.

c) A discrete binary PSO algorithm is proposed. When
applied to the BN structure learning problem, however,
there are some difficulties for PSO to handle its two main
elements (i.e. position and velocity) and associated updat-
ing rules. The velocity update strategy proposes a new
improvement idea, which greatly simplifies the update
process, reduces the algorithm complexity, and avoids
PSO from falling into the local optimum.

Finally, taking the standard network model as an example,
comparing with other algorithms, it demonstrates the specific
and strong learning ability of this algorithm in BN structure
learning.

The structure of the paper is as follows. Section II
introduces the BN structure learning description and PSO
algorithm. The BN structure learning method via local infor-
mation in Section III. Simulation results are shown and anal-
ysis in Section IV. Section V draws the conclusions of the
work.

II. BAYESIAN NETWORK STRUCTURE LEARNING
BN can be expressed as BN = (G,2), with G = (X ,E) for
DAG. Where X = {x1, x2, x3, . . . , xn} is the set of nodes in
the network, E is the set of directed edges in the network,
and2 is the set of conditional probability distributions of the
nodes, 2 = {P [xi|τ (xi)] , xi ∈ X}, indicates the dependency
relationship between a node and its parent node.

Therefore, the joint probability distribution of all nodes is:

P (x1, x2, . . . , xn) =
n∏
i=1

P (xi|x1, x2, . . . , xi−1)

=

n∏
i=1

P (xi|τ (xi)) (1)

The goal of BN structure learning is to use a training
sample set D, D = {d1, d2, . . . , dm} for a set of random

40964 VOLUME 9, 2021



K. Liu et al.: Improved PSO Algorithm for BN Structure Learning via Local Information Constraint

variables x1, x2, x3, . . . , xn to determine the most suitable
network topology S.

In the learning method based on score search, we need to
find the BN structure model that makes the score the best,
which is as follows:

S ← arg bestScore (S,D) = P (S|D) (2)

Commonly used scoring functions are Bayesian informa-
tion criterion (BIC), Bayesian Dirichlet equivalent (BDE),
minimum description length (MDL), K2, etc. We use BIC as
the fitness function. A higher score indicates a higher degree
of matching. The BIC scoring function is defined as follows:

ScoreBIC =
n∑
i=1

qi∑
j=1

ri∑
j=1

mijk log
(
mijk
mij

)

−

n∑
i=1

qi (ri − 1)
1
2
log (m) (3)

where n represents the total number of nodes in the network,
ri represents that node xi has ri possible values, and qi repre-
sents that the parent node of node xi has qi possible values.
mij =

∑ri
k=1 mijk represents the number of xi when the parent

section set takes the value of j.
After the scoring function is determined, the next task is to

select a suitable search algorithm to apply to the BN structure
to find the network structure with the highest score.

When the PSO algorithm is applied to BN structure learn-
ing, the corresponding particle is the discrete structure of BN,
and the structure is represented by a binary-coded square
matrix, and PSO has some difficulties in processing its two
main elements: position and velocity, also its updating rules.
Therefore, the traditional PSO cannot meet this requirement,
the Discrete Binary Particle Swarm Optimization (DBPSO)
is needed to solve it.

The analysis of the particle trajectory shows that when
the personal extreme value and the global extreme value are
not equal, the particle will oscillate between the two extreme
values. When the two extreme values are equal and the par-
ticle is not equal to the two extreme values, the particle will
show a tendency to converge towards the extreme value, and
gradually approach the two extreme value solutions, and the
exploration ability is strong. Therefore, how to improve the
local search ability of the algorithm near the optimal solution
while maintaining the ability of the algorithm to escape from
the local optimal solution is a problem that the traditional
DBPSO algorithm needs to solve.

Different from the traditional PSO where the position of
each particle is coded by real numbers, the position of each
particle in the DBPSO algorithm is coded with binary 0 and 1.
And the value of velocity is {−1, 0, 1}.

Therefore, the new PSO formula is redefined to obtain the
velocity and position update formula of theDBPSO algorithm
based on discrete space. The update formula is as follows:

V t+1
s = V t

s ⊕ (P ts 	 X t
s)⊕ (P tg 	 X t

s) (4)

X t+1
s = X t

s � V t+1
s (5)

FIGURE 1. Network node coding schematic.

where, V t
s and X t

s respectively represent the velocity and
position of the particle s in the t iteration; P ts represents
personal best position of s-th particle in t-th iteration, namely
P ts = optimal{X1

s ,X
2
s , · · · ,X

t
s}; P

t
g represents global best

position in t-th iteration S = {1, 2, · · · , nS} (population size
is nS ), namely P tg = optimal{P t1 · · · ,P

t
s, · · · ,P

t
nS }.

III. BN STRUCTURE LEARNING ALGORITHM VIA LOCAL
INFORMATION CONSTRAINT
The BN structure learning algorithm proposed in this paper
accelerates the efficiency of finding the optimal BN structure
algorithm by reducing the search space. First, use the MMPC
based on the restriction technology to construct the frame-
work of the undirected network, thereby solving the problem
of the large randomness of the initial particles in the later
optimization process using the PSO algorithm. Then, the
DPSO-based scoring search algorithm is executed to perform
iterative optimization and finally determine the connection
edges and directions of the network structure.

A. PARTICLE CODING METHOD
First, define the network structure of BN as a DAG, and each
particle corresponds to a candidate bn structure. The position
of the particle is represented by a matrix G (n, n), n is the
number of nodes in the network, and the number of nodes
in each DAG is the dimension of the particle. As shown in
Figure 1. The definition of each element in the matrix is:

gij =

{
1, i is the parent node of node j
0, otherwise

(6)

In the PSO algorithm, the particles move at a certain
velocity. The velocity is used to measure the difference
between two particles and indicate the possibility of the
position state. Therefore, in order to be consistent with the
definition of particle ‘‘position’’, the velocity is also defined
as a n× n order matrix representation. Since each dimension
in the model is restricted to 1 or 0 in DBPSO, the value of
velocity is {−1, 0, 1}. That is, the velocity of particle i at step t
is Vij.

Vij =


1, add edges between nodes
0, constant
−1, delete edges between nodes

(7)

where, 1 means adding a directed edge between nodes i
and j, 0 means the relationship between node i and node j
remains unchanged, and -1 means deleting the edge between
node i and node j. The element in the i row and j column is
Vij ∈ {−1, 0, 1}.
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B. LOCAL INFORMATION CONSTRUCTION
In this paper, we use the local search capability of the MMPC
algorithm to obtain the initial structure undirected graph of
BN with local information, and then use conditional relative
average entropy (CRAE) to connect the undirected structure
graph determination of the side direction. Finally, an initial
population satisfying the constraint conditions is generated
based on the initial structure.

The accuracy of BN structure learning depends to a certain
extent on the selection of the initial network structure. The
initial structure diagram construction method based on local
information not only greatly reduces the search space of the
algorithm, but also accelerates the convergence speed of the
algorithm. It also uses the initial population. It carries the par-
ents and children set information of the node, which improves
the ability of the subsequent iterative optimization process of
the PSO to jump out of the local extreme value. The specific
implementation process is described as follows:

Step 1: First use the MMPC algorithm to get the candidate
parents and children (CPC) nodes of each node;

Step 2: Use mutual information (MI) to constrain the
connection edges of nodes in the parents-children nodes set;
Determine the two connecting edges with the largest MI
between each node and the parents-children nodes;

I
(
Xi,Xj

)
=

∑
Xi,Xj

p
(
Xi,Xj

)
log

p
(
Xi,Xj

)
p(Xi)p(Xj)

(8)

The greater the I (Xi,Xj), the stronger the dependence
between the two nodes. Because of the symmetry of MI, that
is, I (Xi,Xj) = I (Xj,Xi), the connection edge corresponding
to each node is undirected. In this way, an initial DAG is
obtained. So far, the initial DAG has carried the local infor-
mation between nodes.

Step 3: Determine the direction of the connecting edge.
According to the known DAG, CRAE is used to determine
the direction of each connecting edge. CRAE is defined as:

CRAE
(
Xj→ Xi

)
=

H
(
Xi|Xj

)
H (Xi) · |Xi|

(9)

where |Xi| is the number of values of variable Xi, H (Xi) is
the entropy of discrete random variable Xi.

H (Xi) = −
N∑
i=1

p (xi) log p (xi) (10)

H (Xi|Xj) is the conditional entropy of discrete random
variable Xi.

H
(
Xi|Xj

)
=

N∑
i=1

M∑
j=1

p
(
xi, xj

)
log p

(
xi|xj

)
(11)

If CRAE(Xi → Xj) ≥ CRAE(Xj → Xi) the orientation
should be i→ j

Step 4: Obtain the initial population. Due to the need to
construct a large number of initial particle structures, two
random operations are set: adding edges and reversing edges

to generate the initial population of the PSO algorithm. In
order to obtain more connected edge information, more local
information is obtained by increasing the number of con-
nected edges between some nodes, and for each edge in G,
that is, when gij = 1, we change node i and node j between
the directions to increase the diversity of the initial population
particles.

Step 5: To achieve de-ring operation. Because the BN
must be a DAG, no matter in the process of generating the
initial population or applying the PSO algorithm cyclic search
process, the new position of the particle update needs to be de-
ringed. The new location is the generated network structure.
Wemust first determine whether there is a loop in the network
structure. If it does, then we need to remove the loop.

So far, we have generated the initial structure graph
G = (X ,E) through the local information algorithm, where
n is the total number of nodes in the BN structure,
G = (gij)n∗n, i, j = (1, 2, . . . , n) and G is used to represent
the adjacency matrix of BN.

C. PARTICLE UPDATE RULES
Due to the redefinition of particle position and velocity, the
update operation rules for particles have also been redefined.

Position and position subtraction operation X1 	 X2:
represents the change of particle position, that is, velocity,
so X1 	 X2 is the velocity obtained by subtracting the per-
sonal extreme position and the current position, or the global
extreme position and the current position. The velocity is a
set of several new replacement sequences.

V =


1 xij = 1, x ′ij = 0

0 xij = x ′ij
−1 xij = 0, x ′ij = 1

(12)

where xij is the element in the i row and j column in the
position matrix Pts or P

t
g, and x

′
ij is the element in the i row

and j column in the position matrix X ts .
The new velocity after two position calculations is obtained

by subtraction operation, as shown in the Figure 2.
Position and velocity addition operation (X � V ): repre-

sents an addition operation based on a replacement operation,
and the result is a new position.

For example, the following velocity:

V = (V1 + V2 + V3) =


V1 V2 V3

V1 0 1 −1
V2 0 0 −1
V3 −1 1 0

 (13)

When the following conditions occur in the particle posi-
tion and velocity, the particle position is removed.

Gp =


1

xij = 0, vij = 1 or xij = 1,
vij = 0 or xij = 1, vij = 1

0
xij = 0, vij = 0 or xij = 1,
vij = −1 or xij = 0, vij = −1

(14)
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FIGURE 2. Velocity update indication.

FIGURE 3. Position update indication.

The position update of the X particles after the velocity
change is shown in Figure 3.

Velocity and velocity addition operation (V1 ⊕V2 ⊕V3):
the union operation of sets, which means that three velocity
sets are merged into one velocity set.

Where, the initial velocity of the particle is

V1 = [V1,1,V1,2, . . .V1,n] (15)

The velocity obtained by the subtraction operation, the per-
sonal extremum value update velocity is

V2 = [V2,1,V2,2, . . .V2,n] (16)

The velocity obtained by the subtraction operation, the
global extremum update velocity is

V3 = [V3,1,V3,2, . . .V3,n] (17)

The new velocity update formula obtained from the addi-
tion operation.

Vadd =


V1,i rand < Pr1
V2,i rand < Pr2
V3,i rand < pr3

(18)

where Pr1 + Pr2 + Pr3 = 1.
It can be seen from the definition ofPr1,Pr2,Pr3 that in the

initial stage of the algorithm, in order to improve the global

search ability of particles, Pr1 should be set to a larger value.
As the search process proceeds, the local search ability of
particles needs to be strengthened, and the value of Pr2,Pr3
gradually increases. Therefore, the definition of Pr1,Pr2,Pr3
is as follows:

Pri =
f (ri)
N∑
j=1

f (ri)

(19)

where f (ri) is the fitness value of each individual.
Then calculate the cumulative probability of each

individual

qi =
i∑

j=1

f (ri) (20)

Randomly generate rand ∈ [0, 1], if Pri > rand , select
individual Vi.

D. ALGORITHM IMPLEMENTATION STEPS
The specific implementation process of the entire algorithm
is given below.

E. THE TIME COMPLEXITY OF ALGORITHM
In this section, we will analyze the time complexity of
the algorithm, and use the worst-case time complexity as the
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Inputs: Training data D = {x1, · · ·xn} N is the number
of the particles, Maximum number of iterations T
Outputs: BN structure
Local information construction

CPC = ∅
repeat

Fill the CPC of the target node
Check independence between nodes

until CPC has not changed
return CPC
for i = 1 : node_size. do

MI = I (Xi,Xj)
end for
return DAG
for i = 1 : node_size do

calculate CRAE(Xi→ Xj) and CRAE(Xj→ Xi)
if CRAE(Xi→ Xj) ≥ CRAE(Xj→ Xi) then

Xij = 1
end if

end for
Adding edges and reversing edges

return G = (gij)n∗n
Initialize entire particle parameters, velocity matrix V and
position matrix P.

while t ≤ max iteration do
for i = 1 : pop_size do

Update the velocity
Randomly generate V1
V2 = (P ts 	 X t

i ), V3 = (P tg 	 X t
i )

Vadd = V1 ⊕ V2 ⊕ V3
Update the position
X t+1
i = X t

iV
t+1
i

if score(X t+1
i ) > score(X t

i )
P t+1s = X t+1

i
end if
if score(P t+1s ) > score(P tg)

P t+1g = P t+1s
end if
t = t + 1
end for

end while
return X t

g

basis for judgment. In the algorithm mentioned above, the
algorithm is divided into 5 steps in total, and then we will
discuss the complexity of each step separately. Assume that
the maximum possible number of states for any node is r , the
number of data samples is N , the number of particles is p, the
number of iterations is g and the number of nodes is n.
In step 1, we first calculate the set of parents and children

nodes of each node. According to the steps of the proposed
algorithm, the number of cases in this step is bounded by
O
(
n · 2|CPC|

)
. In step 2, we calculate the MI value between

each pair of nodes. Due to the symmetry of MI, we only

need to calculate n (n− 1) /2 MI values. Since r is usually
much smaller than N , the complexity of calculating each
MI value O

(
4r2 + N

)
can be simplified to O (N ), so the

complexity of calculating the MI value of all node pairs is
O
(
Nn2

)
. In step 3, we use CRAE to confirm the direction of

the generated DAG, so from the previous calculation content,
we can see that the algorithm responsibility degree of this step
is O

(
n2
)
. Since the step 4 is to initialize the particles, the

time complexity is O (p). The number of particles is much
smaller and constant compared to other data, so it can be
ignored. In step 5, the updated PSO update rule iterates the
generated particles, so the update complexity of p particles
under g iterations is O

(
gpn2

)
.

IV. EXPERIMENTAL
A. PARAMETER SETTING AND EVALUATION INDEX
The experimental platform used in our paper is a personal
computer with Intel Core i5-5300U, 2.30 GHz, 32-bit archi-
tecture, 4 GB RAMmemory and under Windows 7. The pro-
grams are all compiled using the MATLAB software release
R2014a.

In order to evaluate the quality of the learned network
structure, this paper uses the more intuitive Hamming dis-
tance and BIC score value, algorithm running time, and num-
ber of iterations as the standard. The Hamming distance is
defined asH (G) = M (G)+A(G)+I (G), which is the number
of missing edges M (G), added edges A(G), and inversion
edges I (G) compared with the original network. Usually a
good search algorithm can learn from the data set as similar
to the original network as possible, that is, the number of
missing edges, redundant edges and edges in the opposite
direction is the lowest. The standard BIC scoring criterion
indicates the BIC score value when the algorithm learns the
optimal structure. The higher the score, the better the result.

The algorithm performance evaluation indicators are as
follows:

BIC: The average BIC score of the final individuals.
SHD: The average structure Hamming distance between

the best individual and the original BN structure including the
number of mistakenly added, detected and reversed directed
edges.

ET: The average execution time over all trials in seconds.
IT: The average number of iterations needed to find an

optimal result.

B. EXPERIMENTAL RESULTS AND ANALYSIS
In order to test the performance of the algorithm, this arti-
cle uses the general Benchmark data set ASIA network,
CHILD network andALARMnetwork to complete the exper-
iment. Each algorithm is run 100 times, the maximum num-
ber of iterations is 300. After obtaining the results of each
time, statistics are performed to obtain the average value
of 100 independent repeated experiments for each algorithm.
Use the same network data set every time. The specific data
composition is shown in Table 1. According to the standard
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TABLE 1. Standard test network data.

TABLE 2. Experimental results of LIPSO performance for constructing the
ASIA network using different number of samples and different algorithms.

network structure, first use the BNT tool to generate data sets
with sample sizes of 500, 1000, and 5000 according to the
standard probability table, and then use the algorithm in this
paper to learn the structure of the generated multiple sets of
data.

The results of the operation are compared with the MMHC
algorithm [25], BNC-PSO algorithm [21], and PSO algorithm
[22] to verify the effect of this algorithm. We named the
algorithm local information PSO algorithm (LIPSO). Each
algorithm is run 100 times, themaximumnumber of iterations
is 300.Table 2 shows the experimental results for constructing
the ASIA network using different number of samples and
different algorithms. Table 3 shows the experimental results
in terms of the BIC score, Hamming distance, the number
of iterations and execution time for CHILD network. Table 4
shows the experimental results of LIPOS performance for
constructing the ALARM network.

TABLE 3. Experimental results of LIPSO performance for constructing the
CHILD network using different number of samples and different
algorithms.

TABLE 4. Experimental results of LIPSO performance for constructing the
ALARM network using different number of samples and different
algorithms.

From the data in Table 2 to Table 4 , it can be seen that
with the same sample dataset, the network structure learned
by the LIPSO algorithm is closer to the real network. On
the ASIA dataset, PSO has the worst learning effect, and the
algorithm in this paper has the best learning effect, followed
by BNC-PSO. At the same time, on the CHILD dataset
and ALARM dataset, the LIPSO algorithm in this paper
can achieve the highest BIC score and the smallest SHD.
In 100 independent simulation experiments, the BIC score
value of our algorithm is higher than the score value of other
algorithms in different networks, and the BIC score value
represents the degree of similarity matching with the real
network structure. Because LIPSO uses local information to
better restore the network structure in the initial constraint
stage of the algorithm, it is easier to obtain the optimal
result when the BIC score is used for calculation at the end.
Therefore, it can be seen from the table that the algorithm
in this paper has more advantages in BIC score value than
other algorithms. At the same time, the index of SHD can
also explain this problem. Our algorithm has achieved the
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FIGURE 4. Error bar graph of two measures for four algorithms on
different data set. (a) Average structure Hamming distance of the four
algorithms; (b) Average execution time of the four algorithms.

smallest SHD under several different networks, which proves
the effectiveness of the algorithm. The reason for this result
is obtained in the early stage of the algorithm. The local
information of the network is closer to the real network, so
that our algorithm obtains more accurate information from
the beginning, while the initial structure of other algorithms
is mostly generated by random generation. The acquisition
of local information is effective in the final search stage. The
result of the improvement has helped.

In order to verify the convergence performance of the
algorithm, the algorithm in this paper is the optimal algorithm
in terms of convergence time and operating efficiency under
different network dataset. Because the MMHC algorithm
is not a swarm intelligence algorithm, it does not compare
iteration time. As the algorithm itself improves the PSO and
proposes a simpler update method, the two experimental
results, the running time and the number of iterations, also
reflect better results. For different experimental networks, due
to the difference in the number of nodes, it takes more time
to calculate when there are networks with a large number
of nodes to learn, because the algorithm avoids the problem
of local optimization similar to the previous traditional PSO
network. So, our algorithm has a faster number of iterations,
while simplifying the update operation, it can better reflect
the efficiency of the algorithm.

In order to clearly compare the performance of these four
algorithms, Figure 4 (a) (b) respectively describes the aver-
age Hamming distance and average execution time under
5000 data sets. At the same time, Figure 4 also reflects the
standard of each group of experiments. Difference error
graph. It can also be seen from Figure 4 that compared with
other algorithms, when the network structure is relatively
simple, the gap between several algorithms is not obvious,
but LIPSO can use less execution time to obtain the best
BN structure, and at the same time. Compared with other
algorithms, it has a smaller standard deviation value, which
reflects the stability of the algorithm. Because other algo-
rithms mostly use random generation methods in the initial
structure stage, the calculation results are unstable. However,
as the network scale increases. There is also an increase in
the error rate, which is mainly reflected in the increase in the
selection of nodes and edges in the calculation, resulting in
learning difficulty in the final learning, but the final result of
this paper is significantly better than other algorithms in the
learning structure.

V. CONCLUSION
The BN structure learning algorithm based on local infor-
mation proposed in this paper, by constructing a new initial
structure diagram with local information, enables the use of
PSO to obtain more node information later. By constructing
the framework of the initial undirected network, the search
space is narrowed. Then use the DBPSO optimization algo-
rithm to build a new position and velocity update strategy to
strengthen the algorithm’s optimization ability and improve
the algorithm’s convergence efficiency. It can be seen from
the experimental results that in the case of the same sample
size, the learned network structure is closer to the real net-
work, and in the shortest effective time, the network structure
with higher score is learned, and the convergence effect is the
best. As the number of nodes increases, there are still chal-
lenges in terms of time and accuracy when processing net-
works with higher complexity and more node information. In
future work, we consider studying large-scale networks and
algorithms containing a kind of node ordering information.
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