
Received March 7, 2021, accepted March 8, 2021, date of publication March 10, 2021, date of current version March 19, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3065308

A Load Balancing Algorithm for the Data Centres
to Optimize Cloud Computing Applications
DALIA ABDULKAREEM SHAFIQ 1, NOOR ZAMAN JHANJHI 1,
AZWEEN ABDULLAH 1, (Senior Member, IEEE), AND MOHAMMED A. ALZAIN 2
1School of Computer Science and Engineering (SCE), Taylor’s University, Subang Jaya 47500, Malaysia
2Department of Information Technology, College of Computers and Information Technology, Taif University, Taif 21944, Saudi Arabia

Corresponding author: Noor Zaman Jhanjhi (noorzaman.jhanjhi@taylors.edu.my)

This work was supported by the Taif University Researchers Supporting Project, Taif University, Taif, Saudi Arabia, under
Grant TURSP-2020/98.

ABSTRACT Despite the many past research conducted in the Cloud Computing field, some challenges
still exist related to workload balancing in cloud-based applications and specifically in the Infrastructure as
service (IaaS) cloud model. Efficient allocation of tasks is a crucial process in cloud computing due to the
restricted number of resources/virtual machines. IaaS is one of the models of this technology that handles
the backend where servers, data centers, and virtual machines are managed. Cloud Service Providers should
ensure high service delivery performance in such models, avoiding situations such as hosts being overloaded
or underloaded as this will result in higher execution time or machine failure, etc. Task Scheduling highly
contributes to load balancing, and scheduling tasks much adheres to the requirements of the Service Level
Agreement (SLA), a document offered by cloud developers to users. Important SLA parameters such as
Deadline are addressed in the LB algorithm. The proposed algorithm is aimed to optimize resources and
improve Load Balancing in view of the Quality of Service (QoS) task parameters, the priority of VMs,
and resource allocation. The proposed LB algorithm addresses the stated issues and the current research gap
based on the literature’s findings. Results showed that the proposed LB algorithm results in an average of 78%
resource utilization compared to the existing Dynamic LBA algorithm. It also achieves good performance
in terms of less Execution time and Makespan.

INDEX TERMS Cloud computing, load balancing, makespan, optimization, QoS, SLA, task scheduling.

I. INTRODUCTION
As we shift more towards online storage and services, Cloud
Computing technology becomes an essential part of the busi-
ness. This technology provides services through various kinds
such as in software via web browsers, in Platforms such as
designing and developing cloud-based applications. In the
Infrastructure, the backend is managed by Cloud Service
Providers (CSPs) such as maintaining Data Centres, servers,
etc. Although there exist many other service delivery models
in this technology, however, in this research, the focus is on
the Infrastructure as a Service (IaaS) model. It deals with the
server-side of this technology for resource allocation [1].

Virtualization is the backbone and essential feature [2]
of cloud-based applications. This technique can signifi-
cantly affect the performance of the scalable and on-demand
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services provided to clients if the migration process and allo-
cation of virtual machine resources are handled inefficiently.
According to [3], cloud performance is proved to be in the
top three Cloud Computing challenges. This research aims to
enhance resource allocation in the IaaS model; this concept
is fundamental [4] as it deals with the balancing of resources
provided to clients and the workload/user requests on servers.
The cloud users access services by sending requests; these
are represented in Virtual Machines (VMs) [5] in the cloud
environment. CSPs should deliver services that are benefi-
cial to businesses and increase user satisfaction [6]. Thus,
the proposed Load Balancing algorithm is developed mainly
focusing on the IaaS model out of the three service models
in the cloud where authors deal with the Cloud Computing
technology’s backend, such as server workload. There are
two components in a typical cloud environment: the frontend
is the user side, and it is accessible by connecting to the
Internet [7]. The backend side handles the cloud service
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models where the Data Center store multiple physical
machines (known as servers). Incoming user requests are
received from the application are dynamically scheduled, and
through virtualization, the necessary resources are allocated
to clients. The virtualization technique is also responsible for
balancing the load in the entire system, scheduling [8], and
efficient allocation of resources.

CSPs and cloud users can leverage the advantage of vir-
tualization as well as dynamic task scheduling techniques.
Thus, efficient scheduling can highly reduce execution time
and increase the ratio of resource utilization in cloud-based
applications.

Task Scheduling is a process that highly relates toworkload
balancing. As illustrated in figure 1 above, as users send
requests, the task is submitted through a cloud broker; this
is where researchers should focus on providing an efficient
algorithm. The proposed algorithm should efficiently sub-
mit jobs to appropriate VMs following essential parameters
such as deadline [10] to maintain a high quality of services
and ensuring the requests sent by users are executed and
completed within these specific requirements provided in
the Service Level Agreement (SLA) document. The user
sends requests via the Internet. These requests are stored in
Virtual Machines (VMs), and CSP in every delivery model
must maintain the QoS by ensuring the users’ requests can
be executed and completed within a specific deadline. This
process depends highly on the scheduling policy’s efficiency
(Data Broker) which should be programmed to result in a
high technique for balancing workload among the machines
and servers. Efficient scheduling and utilization of resources
can be achieved by designing and developing a dynamic

FIGURE 1. Task scheduling in IaaS cloud computing [9].

load balancer (LB). Cloud Computing highly depends on
Virtual Machine Monitor (VMM) or hypervisor, as shown in
the figure above. Hypervisor is a process that helps execute
multiple Virtual Machines on a single layer which is the
hardware [11]. VMware is an excellent example of types
of hypervisors that reside in the host. Since virtualization
plays an essential role in cloud technology, issues such as
inappropriate scheduling techniques or efficient mapping of
tasks [1] to correct Virtual Machines/resources can quickly
degrade cloud-based applications’ performance. This, in turn,
can lead to an imbalanced workload on servers.

Therefore, there is still room in cloud computing technol-
ogy to improve mapping resources to tasks with the objective
of scheduling. Important QoS parameters should be consid-
ered to achieve efficient resource utilization without affecting
the SLA and consider constraints such as Deadline, priority,
etc. [12]. Resource allocation is one of the challenges in cloud
technology, and it contributes to the process of load balanc-
ing. This challenge also exists in wireless communication
systems [13] where priority among users should be applied
and resources must be distributed equally and fairly.

A. RESEARCH CONTRIBUTION
This subsection highlights the contribution made by the
authors in this paper.

The research mainly aims to optimize the cloud resources
by enhancing the Load Balancing process through efficient
Task Scheduling procedures. Our contribution to the study
can be summarized as follows:
• A survey of existing Load Balancing and Task Schedul-
ing algorithms.

• A proposed Load Balancing algorithm addresses
the VM violation issue in the cloud and provides
high-quality service in terms of workload scheduling
and balancing. Although researchers have addressed this
issue in the past, most do not consider important QoS
parameters such as Deadline and Completion Time.

• Additionally, the proposed algorithm includes the
migration of load to balance VMs, which is still not fully
addressed yet.

• Algorithm results in reducing two main Load Balancing
parameters: Makespan and Execution time in the cloud
applications and improvement on Resource utilization.

Further, this paper can benefit the forthcoming researchers
studying the Cloud Computing field to improve cloud-based
applications’ performance in terms of Load Balancing and
resource allocation.

The rest of the paper is organized as follows. Section II
provides the problem statement that is addressed by the
proposed algorithm. Section III covers the related work
whereby the Load Balancing and Tasks Scheduling concept
is explained along with recent research presented by other
authors highlighting their strengths, weaknesses, and future
work. Section IV provides details regarding the proposed LB
algorithm covering the proposed framework, the flowchart,
and the pseudocode. Section V includes the details of
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implementing the algorithm, such as simulation setup and
performance metrics. Section VI provides the discussion and
results obtained from the experiment. In section VII, our
research is briefly compared to existing related work. Finally,
in section VIII concluded to review the concept and content
of the paper and suggestion for future enhancement in the
algorithm is provided.

II. PROBLEM STATEMENT
This section highlights the problem statement which is
extracted from the review made in this research. Follow-
ing the solutions to these problems, the new algorithm is
proposed.

Dealing with incoming user requests/tasks and keeping a
balanced workload in cloud systems can be challenging due
to inappropriate allocation to VMs. One cause of this is the
limited task factors considered; for example, if the arrival
time is not considered, all tasks would arrive simultaneously,
which does not work in a dynamic environment such as
cloud systems since the requests are not prioritized. With the
increasing number of requests, more problems could occur
if the requests are not assigned to their designated VM or
when the CPU is not fully utilized or insufficient to handle the
requests, leading to performance issues due to an unbalanced
load in the cloud. To overcome these issues, it is necessary
to consider QoS factors and provide an efficient algorithm to
improve the cloud’s performance in IaaS. This can be done by
optimizing the usage of the system’s resources, which reduces
the Makespan and Execution time of user tasks.

The authors have limited the scope in this research to
emphasize enhancing the cloud’s performance in terms of
Task Scheduling and Load Balancing. Based on the literature
discussed in section III, the authors concluded the following
points to address the research issues that have been resolved
in the proposed work:

• Most researchers do not consider the priority, which is a
critical factor in Task Scheduling. This will lead to issues
such as an increase in Makespan time, which is the time
taken to schedule a task/request, or an increase in the
number of task rejections and latency [14]–[18].

• Although Task Scheduling is one of the main goals of
providing an efficient Load Balancing and improving
performance, most researchers focus on one or two
aspects. For example, to enhance Load Balancing and
considers few Task Scheduling parameters. Thus, only
a few metrics are taken into consideration to improve
the overall performance. This is an issue as improper
Task Scheduling leads to an imbalanced load in the
hosts [16], [17], [19], [20]. For example, if tasks arrive
simultaneously following the FCFS algorithm’s proce-
dure, this could highly increase Makespan as the task
will wait longer to finish executing. Each client may
also send a different request; this should be indicated by
providing random values for Task Length to make up a
dynamic workload.

• Several new approaches have been made to improve
Load Balancing; however, the workload migration
challenge is still not fully addressed. Tasks are still
allocated to VM regardless of its SLA violation state,
which indicates it doesn’t follow the specified Dead-
line and requirements stated in the agreement docu-
ment [16], [21]. Each client receives a different SLA
contract based on their needs from CSPs; hence, assign-
ing random values for the Deadline parameter is crucial
in scheduling since it can illustrate the algorithm’s vio-
lation problem.

III. RELATED WORK
This section includes the literature review of this paper. The
concept of Load Balancing will be explained, highlighting its
model, metrics, and existing standard algorithms. Leading to
the recent literature on Load Balancing, where researchers’
proposed algorithms are explained and analyzed—followed
by existing algorithms proposed by researchers in the field of
Load Balancing.

An organization chart for section III is illustrated
in figure 2 below. First, Task Scheduling and Load Balancing
are discussed in the subsections, highlighting their impor-
tance in the cloud environment. Then, recent literature regard-
ing their techniques is provided to highlight the limitations
that are resolved in this proposed work.

FIGURE 2. The flow of related work.

A. TASK SCHEDULING & LOAD BALANCING
This subsection explains Task Scheduling and Load Balanc-
ing’s concept to highlight how they relate to each other to
optimize cloud resources.

Load balancing is a method for optimizing the resources of
virtual machines in the Cloud Computing environment. Load
balancing in the cloud environment is one of the critical tech-
niques used to ensure an equal distribution of workload and
efficient resource utilization. One crucial aspect required in
the cloud environment to distribute dynamic workload among
nodes is Load Balancing. The efficient balance of workload
leads to higher user satisfaction and better resource allo-
cation. In cloud systems, applying Load Balancing reduces
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delays in sending and receiving data [22]. Thus, it’s essential
to solve Load Balancing issues and enhance cloud application
performance, which is discussed inmore detail in this section.

A significant goal of Load Balancing is Task Scheduling.
An increase in the number of clients using the cloud could
lead to improper scheduling of jobs in the system [23]. Thus,
issues around Task Scheduling should be resolved through
a utilized algorithm, which is discussed in more detail in
this section. Task scheduling is the process of executing
tasks efficiently to utilize the resources of the system fully.
In the cloud environment, users might use colossal amounts
of virtualized resources, making it impossible to allocate each
task manually [23].

Cloud computing services have become a vital part of
big companies such as Google, Amazon, etc. Such services
promise a flexible transfer or streaming of data all the time.
However, the algorithms behind these necessary operations
might be slow and raise some challenges or issues as the num-
ber of clients increase. Load balancing is a critical aspect of
Cloud Computing technology; without it, users’ tasks could
be delayed and consumemore time in terms of responses [24].
Since the technology is rapidly growing over time and big
and small companies have adopted it, CSPs still face chal-
lenges due to unbalanced load situations and sometimes fail
to deliver high-quality services to users. This could happen
due to parameters such as high Makespan time that could
degrade performance. Such issues could lead to threats on
Service Level Agreements (SLA), an agreement document
between service providers and the consumers [25] that can be
easily violated if the performance of CC applications degrade.
Such violations lead to starvation issues where the system
is highly overloaded and incoming tasks cannot be served
appropriately, and it can be rejected.

Thus, these issues should be addressed to reduce viola-
tions in SLA delivered by cloud providers to organizations.
According to [26], there are a few factors that could lead to
load unbalancing issues in IaaS clouds as listed below:
• No proper and accurate, or efficient mapping of tasks to
appropriate resources/VMs.

• An inappropriate scheduling process can be a problem.
• Different task requirements for heterogeneous (various)
user tasks.

• Unequal distribution of tasks to resources/VMs.
This paper aims to solve the above issues in the IaaS cloud

platform by providing a dynamic Task Scheduling algorithm
whereby important task requirements such as Deadline and
Completion time are considered. These parameters are highly
important as QoS factors. With proper scheduling and no
VM violation, the algorithm results in a balanced workload
in the cloud.

B. RECENT LITERATURE
This subsection provides a review of previous existing algo-
rithms in the field of Load Balancing and Task Scheduling.
Many recent algorithms aimed to improve Task Scheduling
and Load Balancing. Yet, few limitations still exist due to

the underlying basic algorithms used, such as Round Robin
or First Come First Serve. These algorithms can increase the
waiting time or Makespan in scheduling tasks.

Authors in [14] proposed a dynamic Load Balancingalgo-
rithm to minimize the Makespan time and utilize resources
efficiently. It sorts tasks using length and processing speed
by using the bubble sort algorithm. Then, tasks are allocated
to Virtual Machines in a First-Come-First-Serve order. After
allocation is complete, balancing the load is done considering
and calculating the load of Virtual Machines. This approach
can easily optimize the resources and reduceMakespan; how-
ever, it does not consider priority or any QoS parameters such
as Deadline.

Authors in [18] have proposed an algorithm where the load
balancing concept is applied in a three-layer cloud computing
network. The technique combines both Opportunistic Load
Balancing (OLB) and LoadBalanceMin-Min (LBMM).With
the ZEUS network framework’s help, the algorithm improves
OLB task scheduling by introducing a hierarchical network
to process user tasks. In the first layer, the task is received
and assigned to one service manager from the second layer.
Lastly, the third layer is where the requests are divided into
subtasks, speeding up the process. Assigning tasks to the ser-
vice node depends on several attributes, such as the remaining
CPU space, to check whether the node is available to handle
such request. The approach helps to keep every node busy and
working to serve the users’ requests. However, it may be slow
to process the request in a hierarchical form as it has to pass
every layer of the framework.

The enhanced load balanced Min-Min (ELBMM) algo-
rithm is proposed by authors in [15] authors to utilize
resources. It looks for a request with themin execution time to
allocate it to the VM with the min completion time; this way,
it enhances the Min-Min algorithm. The advantage of this
technique is to decrease the utilization cost and the system
throughput.

A Resource-based Load balanced Min-Min (RBLMM) is
another algorithm proposed in [18]. The algorithm is also
developed to consider the reduction of Makespan and to
balance the workload on Virtual Machines. Makespan time
is calculated after resource allocation. The algorithm makes
use of this value to define a threshold. The results obtained
from this algorithm proves that RBLMM greatly reduced the
Makespan time compare to the traditional Min-Min algo-
rithm by 3 secs. While the above approaches significantly
optimize resources, they mostly rely on allocating tasks in
the same order manner, indicating no priority for tasks or
Virtual Machines. Besides that, they do not focus on the
QoS parameters that are vital for Task Scheduling, such as
Deadline and priority.

In [27], the authors proposed efficient Scheduling and
Load Balancing algorithms to minimize execution time to
benefit the cloud users and service providers. The proposed
algorithm is designed to select the VM with the lowest cost
and considers the network latency in Data Centers. It chooses
the best data center with minimum cost and workload.
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The proposed algorithm known as State-Based Load Bal-
ancing (SBLB) can assign tasks to idle hosts dynamically;
however, the broker algorithm does not consider SLA to
handle dynamic user requests and resource allocation. The
approach also results in high execution time [28].

To enhance the quality of service, authors in [21] designed
a new QoS-based algorithm which allocates cloudlets with
improved balancing technique to decrease further the Com-
pletion Time of tasks/cloudlets, theMakespan Time of Virtual
Machines and host. It is great to make sure the system stays
active, and the workload is balanced; however, it still results
in high Makespan value for VMs and hosts. It is also not
scalable in a large-scale environment as the experiment is
built for 3 VMs only.

Another enhancement to another traditional approach
known as the SJF scheduling algorithm is presented by
researchers in [16]. The traditional Shortest Job First (SJF)
has some limitations. It completes tasks with a small length
first, resulting in starvation issues as the longer tasks are put
in a waiting status and thus increases waiting time. This is
resolved by allocating longer tasks to high response VM,
and therefore it can reduce overall Makespan time effectively
compared to traditional algorithms such as SJF and FCFS.
However, in both previous approaches, the algorithm does not
check the availability or the current load/status of the Virtual
machine before allocating tasks to it. Besides that, tasks are
being scheduled using the length parameter, which indicates
no priority for the task is applied.

Another approach that works based on length of task and
user priority is suggested in [19]. Researchers provide a credit
system that works by selecting a middle task, which means
it selects neither the highest nor lowest task length, but it
focuses on the mid-value. The value is found by taking the
difference value of the length taken based on the average of all
task requests; later, it assigns credit to the task. The approach
still relies on the task’s size and overlooks important quality
parameters, for example, Deadline.

Researchers in [17] presented a multi-objective algorithm
for the improvement of throughput in cloudmodels. It assigns
a high priority to Virtual Machines with a high value of
Million Instruction Per Second (MIPS). It sorts tasks in
descending order by allocating the first task from the list to
the first Virtual Machine and so on. The algorithm follows
the QoS requirements; however, it considers very few param-
eters, such as execution time.

A Grouped Tasks Scheduling (GTS) algorithm was intro-
duced in [20]. It applies QoS parameters such as user type,
expected priority, length, and latency of tasks. Taskswith sim-
ilar parameters will be categorized into five groups (urgent
user & task, urgent user, urgent task, long task, and finally
normal task). Giving high priority to tasks in the first group,
GTS improves latency whenever an urgent number of tasks
increases. However, it may not be suitable for tasks that
depend on a particular order or other scheduling tasks.

Researchers in [29] proposed a priority algorithm based
on task length to resolve the starvation issue for small tasks.

Giving the highest priority to the smaller tasks optimizes
resources. The result shows that the waiting time decrease
when the number of VMs is increased. The approach may
be inefficient when large tasks, and since the length is used,
no priority is enforced.

Authors in [30] proposed a distributed LB algorithm with
an adaptive threshold. The authors introduce a starvation
threshold to enforce a transfer policy for the migration pro-
cess. A VMwith high delay results in a high starvation value.
This helps in balancing the load between VMs. Results show
that the STLB algorithm can significantly reduce the number
of migrations compared to the nature-inspired baseline algo-
rithm Honey-bee behavior.

In [31], the authors presented a CMLB load balancing algo-
rithm for reallocation of tasks to VMs in case of imbalance
situations. The approach uses the Dragonfly optimization
algorithm to define the optimal threshold value. Based on this
value, the load of VM is compared and determined. Results
show that the algorithm has better performance as it migrates
only three cloudlets than other methods such as Honey-Bee
and dynamic LB.

IV. PROPOSED WORK
This section explains the proposed and improvised Load Bal-
ancing in Cloud Computing Environment. This algorithm’s
primary goal is to provide services of high quality to clients
in Cloud Computing applications. The method consists of
both processes: Task Scheduling process to assign deadline
and completion time to cloudlets (tasks) and secondly, Load
Balancing process to perform migration of workload in case
of VM violation to maintain a balanced load in the cloud
environment.

A. PROPOSED FRAMEWORK
In this subsection, we describe this research’s objective in
an illustrative diagram to explain the problem in Load Bal-
ancing and the role of the proposed LB algorithm, as seen
in figure 3 below.

This proposed model’s main goal is to provide efficient
resource allocation in a cloud environment whereby it avoids
unbalanced workload in Cloud Computing applications. This
model resolves issues related to workload migration and task
rejection in the cloud. The proposed framework consists of
two layers:
• Top Layer: deals with requests from multiple different
clients (application’s users) of both mobile and desktop.
Clients can access the Internet using different devices to
send requests to the cloud. In this layer, the model uses
the Cloudlet Scheduler Time Shared algorithm to submit
tasks in a random order (Arrival Time) and schedule
them to Virtual Machines by considering two main
parameters: Deadline and Completion Time. In Cloud
Computing, Data Center (DC) can be described as big
storage for cloud servers and data. DC receives requests
and sends them to the active load balancer. In this layer
of the model, the proposed algorithm is implemented
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FIGURE 3. Proposed framework.

as a Load Balancer, which acts as the primary balancer
in the cloud environment to perform migration in the
case of violation, which has not been addressed in the
previous literature up to the author’s knowledge.

• Bottom Layer: deals with allocation of user requests
to Virtual Machines (VMs). As the figure illustrates,
we have a primary batch of VMs; VM2’s status is
set to high priority since it violates the SLA require-
ment, which means its Completion Time is higher than
the Deadline. Thus, the proposed LBA should apply a
migration technique to transfer the workload to another
available Virtual Machine by reconfiguring the MIPS
of both VMs before and after allocating the resources
to them. The allocation table is then updated whenever
a Virtual Machine becomes violated or not, along with
the number of requests it’s been allocated. There is
a case where there is no SLA violation. Suppose the
Time to Complete (TTC) is less than SLA (Deadline)
given for tasks to run on VMs. Then, no SLA violation
occurs.

Overall, the proposed framework supports dynamic
scheduling and load balancing to fully utilize the CPU and
fully the cloud resources.

B. PROPOSED LOAD BALANCING ALGORITHM
In this subsection, the proposed LB algorithm is explained
to highlight the assumptions made in the implementation,
the algorithm’s pseudocode, and finally, the flowchart.

The proposed algorithm aims to improve the cloud’s per-
formance by considering both aspects of Task Scheduling and
Load Balancing. It utilizes all available CPUs in machines
and schedules tasks appropriately to reduce Makespan, Exe-
cution Time, and maximize resource utilization. Below are
the assumptions made in the proposed algorithm:
• One-to-many cloudlets (also known as task or user
request) per Virtual Machine (VM).

• Cloudlets arrive in a random order (Arrival Time)
• Each Cloudlet has a length, a time to complete known
as Deadline (included in Service Level Agreement
document), a completion time, and finally, the arrival
time.

• The proposed algorithm checks the completion time for
eachworkload (a total of cloudlets) against the Deadline.

• If there is any violation, whereby the completion time
exceeds the Deadline, then the proposed algorithm will
reconfigure the VM’s priority based on its CPU. If it is
in a successful state, the cloudlets get scheduled else; it
will migrate the VM’s workload.

• Expected Completion Time is calculated by taking
the cloudlet length (also known as Million instruction
per second (MIPS)) and dividing it by Virtual Machine
MIPS (also known as CPU).

• Initially, all VMs share an equal portion of the available
CPU; then, it is reconfigured based on the violation
status. The CPU is set to its full utilization in the pro-
posed algorithm.

Table 2 below shows the terms used in the proposed algo-
rithm and their meanings.

The Pseudocode of the proposed LBAlgorithm is provided
below. The purpose of providing the pseudocode is to illus-
trate the formulas, the parameters, and the decisions made in
this Load Balancing algorithm.

As can be seen from the algorithm steps above, there are
input and output to every algorithm. In this research, the input
is mainly two random values for task length and Deadline,
which is an essential factor in the SLA document. SLA is
an important document considered by CSPs that denotes
the number of reductions of SLA violation factors [33] in
terms of deadline constraint, priority, etc. The algorithm’s
main goal/output is to achieve a workload balance among
VMs in cloud systems, migrate and reallocate resources in
case of SLA violation. Step 5 is to assign an equal por-
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TABLE 1. An overview of reviewed algorithms.

tion of MIPs to each VM. MIPS is required to allocate the
host CPU. Then, each task has a completion time, which
results from dividing the total VM length by its MIPS as
stated in step 9. To check for SLA violation, each VM has
a violation cost that is calculated by deducting the Dead-
line from completion time, as shown in step 10. If there
are 2 VMs, the algorithm checks for the higher violation
cost then gives it a high priority. CPU will be reconfigured
for that VM, and the workload from the VM is migrated

if the MIPS available on the host is insufficient to run
the VM.

Following figure 4 shows the flow diagram of the pro-
posed SLA-LB Algorithm. The steps illustrate the process
of Load Balancing and Task scheduling, whereby it includes
processes, the decisions to be made in the algorithm, and the
output of the findings.

The algorithm’s flow starts by assigning random values for
the length of the task. These values are below the threshold
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Algorithm 1 Proposed Load Balancing
1. Input: Random IntegersLi and Di, where L ≥ D
2. Output:Mapping of resources (Cloudlets) to appropri-

ate Virtual Machines (VM)
3. Begin
4. for each VM
5. Assign an equal portion of MIPS
6. end for
7. fori = 1 to M
8. for j = 1 to N
9. Cij = Li

/
MIPSj

10. Vij =
∣∣Cij − Di∣∣

11. end for
12. end for
13. do until all tasks are allocated to the appropriate VM
14. If VM s[[space]] ≥ [[space]]VM s+1,whereS ≤ 6

then
15. Reconfigure VM i CPU
16. If MIPS available on the host to run VMi is insuf-

ficient, then
17. Migrate Workload
18. If VMi is migrated, then
19. Assign 0
20. Else
21. Recompute Cij for each VMi
22. Else
23. Allocate resources to VMi
24. Else
25. No violation occurs
26. End if
27. End do
28. Update the ready queue and expectedCij of correspond-

ing VMi
29. Compute Avg. ExT for all tasks, MT for each VMi&

RU
30. End

TABLE 2. Denote terms and meaning.

of 1000000 and below 2000 for Deadline. These values act as
an input to the algorithm, and they make up the workload in
cloud systems (requests from clients). Each Virtual Machine

FIGURE 4. Flowchart of the proposed algorithm. Flowchart of the
proposed algorithm.

is then assigned an equal share of CPU based on the total
workload. By calculating the VM cost, we can determine
whether the VM has violated SLA requirements by monitor-
ing if the completion time is higher than the Deadline. If yes,
then the workload is migrated to another VM, and so on.
This way, the algorithm fully utilizes all CPU, and the system
workload is balanced.

V. IMPLEMENTATION
In this section, the experimental results and implementation
details of the proposed LBA algorithm are described.

A. SIMULATION SETUP
CloudSim simulation tool is the most popular tool used by
researchers and developers nowadays for cloud-related issues
in the research field. It can significantly eliminate the need
and expenses of computing facilities [77] for performance
evaluation and modeling the research solution. This simula-
tion tool is an external framework that can be downloaded and
imported to programming software such as Eclipse, NetBeans
IDE, Maven etc. To simulate the Cloud Computing envi-
ronment, the CloudSim toolkit is integrated into NetBeans
IDE 8.2, and the Operating System used is Windows 10.

The entities and computing resources were virtually mod-
eled to reflect a scenario of scheduling and load balancing
in a cloud environment to evaluate the proposed algorithm’s
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performance. The experiments were implemented with 2 Dat-
acenters, 2-6 VMs, and 2-40 cloudlets (tasks) under the sim-
ulation platform. The task’s length is generated randomly
below an upper threshold of 1000,000 Million Instructions
(MI). Processor speed, available memory space, and band-
width determine the acceptable workload for each VM. The
parameters required for the setting of CloudSim are summa-
rized in Table 2 and 3 below.

TABLE 3. Hardware requirements.

B. PERFORMANCE METRICS
The performance of the proposed LB algorithm was analyzed
based on three parameters under the cloud environment. The
following performancematrix is used tomeasure and evaluate
the performance:

1) Makespan (MT): it is the total time taking to get
a cloudlet scheduled. This is mostly used to mea-
sure scheduling algorithms’ efficiency with respect to
time [34], [35]. It should be reduced to allow efficient
execution of tasks and to release the resources for other
tasks. It is measured by using the equations below
proposed by authors in [36], whereCT denotes cloudlet
completion time, and n denotes the number of Virtual
Machines.

MT = Max(CT )

MT avg =
(∑

Max(CT )
n

)
2) Execution Time (ExT): it is the exact time taken

to execute the given tasks (cloudlets) on a virtual
machine [16]. This metric should be reduced to achieve
better performance of the algorithm. It is measured by
using the equations below proposed by authors in [36],
where AcT denotes Cloudlet Actual CPU Time and
n denotes the number of Cloudlets.

ExT = AcT

ExT avg =
(∑

AcT
n

)
3) Resource Utilization (RU): this is another quantitative

metric that depends on the abovemetrics. It is measured
to increase the efficiency in utilizing the resources
in the cloud environment. It is calculated using the
equations below proposed by authors in [37], where
ExT denotes total execution time, andMT denotes total
Makespan. The average resource utilization can deter-
mine how efficient the proposed algorithm in terms of

utilizing the CPU. The range of this metric is 0 to 1,
the maximum value is the best case, which is 1, this
indicates 100% resource utilization, and the worst-case
value is 0, which means the resources are in ideal
condition.

RU =
(
ExT
MT

)
RUavg =

(
ExT
MT

)
× 100

VI. RESULTS & DISCUSSION
The purpose of carrying this experiment is to prove the
reduction in Makespan, execution time, and the increasing of
resource utilization in a dynamic cloud environment. During
the testing of the algorithm, we have considered preemptive
scheduling of tasks. This means the task can be interrupted
during execution if the workload violates SLA, it can be
migrated to another resource to complete execution, as shown
in figure 5. During the scheduling process, several QoS per-
formance parameters of cloudlets are considered, such as:

FIGURE 5. Same arrival time & random arrival time.

1) Arrival Time: indicates the time cloudlets arrive or
when the algorithm receives the user request. This
is known as the cloudlet start time in the CloudSim
environment. In CloudSim, by default, all cloudlets
arrive at the broker at the same arrival time. In this
experiment, this has beenmodified tomake changes for
postponing the submission of cloudlets; this is known
as a random Arrival Time parameter. The broker will
then assign the cloudlets in a random order to the VMs
based on the code implemented in this method. Using
this parameter, we can design an algorithm to function
in a dynamic environment where the arrival time can be
different for each request.

2) Task Length: identifies the size of tasks in bytes;
smaller tasks lead to more resource utilization.
In CloudSim, each Cloudlet must have a length value
that indicates the cloudlet type, whether it is a heavy
request, light, or medium. In this experiment, length
has been identified and assigned randomly to each
Cloudlet. All the cloudlets should have random values
to differentiate the client requests from each other. This
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can be done by defining the length as a random value to
represent the cloud environment’s total workload. The
length parameter is an essential input in the experiment
to determine the load for each Virtual Machine. Based
on this parameter, the Time to Complete requests in
each VM can be identified. Based on this, we can
determine if there’s a violation in SLA.

3) Deadline: the maximum amount of time given to the
task to execute. It is one of the most important aspects
considered by CSPs in SLA. In this experiment, each
Cloudlet has a different deadline value, which means
each client gets a different SLA contract based on
their needs and service expectations from the cloud
providers. Thus, it is suggested to use random dead-
line value instead of static. Deadline is an important
parameter as it represents SLA; if the Time to Complete
requests exceeds the Deadline, we can identify that
there is a violation in the SLA.

Sample values that make up the workload based on the
above parameters (Task Length & Deadline) are illustrated
in Table 4 below.

TABLE 4. CloudSim simulator requirements.

In this section, the performance of the proposed LBA
algorithm was recorded by taking three different test cases:
(1) 2 Virtual Machines with 10 to 40 cloudlets; (2) 4 Virtual
Machines with 10 to 40 cloudlets; (3) 6 Virtual Machines
with 10 to 40 cloudlets. The increment of these variables in
simulation can enhance the scheduling process and workload
migration among different VMs.

The average Makespan, Execution time, and resource uti-
lization was recorded in each case as different values are
considered for the parameters of tasks such as Deadline,
arrival time, and length of the task. The experiment is carried
out in a homogenous cloud environment whereby all VMs
have the same capacity in each test case. The total MIPS in

table 3 is used to set the CPU that is equally shared among
VMs. Based on the violation of a VM, this is then adjusted to
reallocate the resources efficiently.

The results are recorded in Table 4 to VI to highlight the
experiment’s achieved values in each iteration of increasing
the cloudlet and VMs variables.

TABLE 5. A sample of some task properties.

As shown in Table 4, the algorithm’s performance varies
in each case the cloudlets are increased. The results
obtained for 2 VMs reveal the algorithm has a minimum
and maximum Makespan of 261 ms and 893 ms, respec-
tively, whereas the Execution time is 196 ms and 607 ms,
respectively.

As shown in Table 6, the results obtained for 4 VMs reveal
that the algorithm has a minimum and maximum Makespan
of 271 ms and 895 ms. In contrast, the Execution time is
206 ms and 615 ms, respectively.

As shown in Table 7, the results obtained for 6 VMs
reveal the algorithm has aminimum andmaximumMakespan
of 304ms and 896ms, respectively. In contrast, the Execution
time is 252 ms and 639 ms, respectively.

The results are graphically represented in
figure 6 (a) and (b), where the x-axis represents the number
of cloudlets (tasks) and the y-axis represents the Makespan
or Execution time in milliseconds. The graphs conclude
that these parameters (execution time and Makespan) are
affected when the number of cloudlets and VMs increases.
However, it does not result in a huge difference, which
shows the proposed LB algorithm’s stable performance in
such conditions. It is concluded that Makespan increases
with the number of cloudlets. In contrast, Execution time
depends on the cloudlet Actual CPU time, which is the
total execution time of the Cloudlet in a cloud resource
(aka. VM). Hence, it can fluctuate in each case based on
this.

The proposed algorithm also improves resource utiliza-
tion in the cloud environment. As shown in figure 7 below,
the algorithm results in an average of 77% RU for 6 VMs
and 40 tasks. The RU value can vary in each case due to the
different Maksepan and Execution time.
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FIGURE 6. (a) Average Makespan for 40 tasks; (b) Average Execution time for 40 tasks.

TABLE 6. Results were obtained for 2 VMs with 10 To 40 tasks.

TABLE 7. Results were obtained for 4 VMs with 10 To 40 tasks.

VII. RESULTS COMPARISON
To analyze the results of the recent research algorithm and
the proposed algorithm. The main parameter considered for
comparison in this research is Makespan Time. The main
objective of the proposed Load Balancing algorithm is to
enhance the utilization and allocation of cloud resources and

TABLE 8. Results were obtained for 6 VMs with 10 To 40 tasks.

FIGURE 7. Average Resource Utilization for 40 tasks.

minimize the time taken to schedule a task for improving the
performance of the cloud applications. This section provides
a general comparison of the existing related work and the
proposed algorithm in this research.

The proposed work has been compared with the Dynamic
Load Balancing algorithm proposed in [14]. This algorithm
was developed in 2017 to efficiently allocate the cloudlets to
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Virtual Machines and optimize the Makespan. It efficiently
utilizes the resources in the cloud environment. This algo-
rithm is chosen for comparison since it is closely related to
the objectives of this research and the implementation setup.
Part of the future work for the Dynamic LB algorithm was
to consider QoS parameters or priority; our algorithm con-
sidered such parameters to illustrate the difference in results
if these parameters are used. Both algorithms have used
parameters such as cloudlet Length and Completion Time.
However, the algorithm has utilized the First Come First
Serve (FCFS)method for scheduling tasks, resulting in higher
waiting time for tasks as it does not provide any priority. The
proposed LB algorithm considers different arrival times and
deadlines to follow up with the SLA document in line with
QoS parameters for better service in cloud applications.

The results are compared based on Makespan, as shown
in figure 8, where the y-axis represents the Makespan value
in milliseconds, and the x-axis represents the number of
cloudlets (tasks). As can be seen, results are obtained for
40 tasks in total. The graph shows that Makespan in our
proposed algorithm increases in the case of 25-40 tasks; this
is due to the huge range of task length considered in the
experiment. The proposed LB algorithm handles requests of
larger tasks of 1000,000 MI length, whereas Dynamic LBA
is only within 400,000 MI. Since Makespan depends on the
load of the VMs, increasing the task length will increase the
Makespan as well. However, if a smaller size is considered in
our proposed algorithm, it will reduce Makespan compared
to Dynamic LBA for the case of 25-40 tasks.

FIGURE 8. Experimental results comparison for Makespan time at 6 VMs
with existing Dynamic LBA algorithm.

Results are also compared based on resource utilization,
as shown in figure 9, where the y-axis represents the Resource
utilization in percentage value, and the x-axis represents the
number of cloudlets (tasks). In [14] Dynamic LBA, the fig-
ure shows average resource utilization of approximately 76%
for 40 tasks in 5VMs, whereas our proposed algorithm results
in 78% utilization of resources in 6 VMs, which is slightly
improved.

FIGURE 9. Experimental results comparison for Resource Utilization with
existing Dynamic LBA algorithm.

In the conclusion of the results, it is proven that con-
sidering QoS parameters such as the Deadline can signif-
icantly improve the utilization of resources, reducing the
Makespan and providing an efficient allocation technique
in VMs. In addition, our proposed workload Balancing Algo-
rithm for the Data Centers to Optimize Cloud Computing
Applications could help to the different applications includ-
ing location aware services [38], live streaming and recording
cloud based [39] services, etc.

VIII. CONCLUSION & FUTURE WORK
This section concludes the paper by highlighting the findings
and obtained results from the proposed LB algorithm.

As we saw from the literature, task scheduling highly con-
tributes to balancing the load in a cloud environment. Improv-
ing the Load Balancing process through Task Scheduling
can result in efficient utilization of cloud resources. The
objective of this paper was to provide an enhanced Load Bal-
ancing algorithm. Results proved that our algorithm reduces
Makespan and provide efficient resource utilization of 78%
compared to existing Dynamic LBA. It also shows that the
proposed algorithm can function in a dynamic cloud environ-
ment where user requests arrive in random order and where
there are many changes in the length of the user requests.
The algorithm is also able to handle large size requests com-
pared to the existing approach. The algorithm address SLA
violation of VMs by reallocating resources to execute tasks
efficiently.

In the future, authors will work to optimize the cloud
resources further and enhance cloud-based application per-
formance, such as considering more SLA parameters. For
example, the algorithm will be tested based on the number
of violations and the migration count for better performance.
Also, the algorithm will be comprehensively compared to
other existing algorithms in the literature.
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