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ABSTRACT Feature selection is an NP-hard combinatorial problem, in which the number of possible feature
subsets increases exponentially with the number of features. In the case of large dimensionality, the goal
of feature selection is to determine the smallest possible features considering the most informative subset.
In this paper, we proposed a hybrid feature selection optimization model for Cancer Classification called,
ENSVM. Our model is based on using the Elastic Net (EN) method that regulates and selects variables for
gene selection of genomicmicroarray data.We applied three different optimization techniques namely Social
Ski-Driver (SSD), Randomized SearchCV (RS) and Elastic NetCV (ENCV) for determining Elastic Net
with traditional Support Vector Machines for classification. To evaluate the model, we compared the results
of applying ENSVM to seven genomic microarray data with the SSD-SVM model and SVM with (RBF)
kernel without any feature selection method. The results of the comparison revealed the effect of ENSVM in
selecting the optimal feature subset that maximized the classification performance. Accordingly, minimizing
the number of features is significant when analyzing high dimensional data for performance nevertheless
accuracy. Moreover, the ENSVM model is superior compared with the SSD-SVM model.

INDEX TERMS Cancer classification, feature selection, genomic microarray data, parameter optimization,
elastic net (EN), social ski-driver (SSD).

I. INTRODUCTION
Feature selection is called the NP-hard combinatorial prob-
lem [1], where subsets of potential features increase expo-
nentially with the number of features [2]. To increase the
classification performance, it was necessary to rely on select-
ing a significate set of features, as it is a major step in most
classification methods. A statistical technique is considered
successful when relying on independent features. Therefore,
themost informative subset of features is the independent fea-
tures that are the target in feature selection. Elastic Net (EN)
is a regularization method, with which high-dimensional data
sets can be modelled in addition to variable selection. It is
said that EN modelling can use high dimensional data sets
for problems with small sample sizes [3]. However, this is not
entirely true, as ENmodelling is based on the best estimate of
model parameters. If the number of variables (or features) p
is much higher than the number of observations (or samples)
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n, that is (n < p) a the high-dimensional case. Optimization
algorithms have been used to adjust the Elastic Net tuning
parameter and choose the best value for transactions. A sig-
nificant improvement has been shown for the Elastic Net
parameter using optimization algorithms [4], [5]. SSD is a
scalable optimization algorithm, its behaviour is inspired by
various evolutionary optimization algorithms such as sine
cosine algorithm (SCA) [6] and Gray wolf optimization
(GWO) [7]. The main goal of the SSD is to attain optimum
or almost optimum solutions in space. In this paper, three
algorithms, social ski-driver (SSD), Randomized SearchCV
(RS) [8] and Elastic NetCV (ENCV) [9], [10] are utilized
for tuning the parameter of Elastic Net optimization alpha
(α). The generated optimization model is used to select the
optimum subset of features causing enhancing the perfor-
mance of cancer classification. To prove the efficiency of
our model we compared the results of applying the ENSVM
model with three techniques (SSD, RS, ENCV) to seven
genomic microarray data with SSD-SVM, and SVM-RBF
kernel without any feature selectionmethod. The result shows
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the effect of ENSVM compared with the ski-driver (SSD),
Randomized Search CV, Elastic Net CV with SVM classifier
and SVM-RBF kernel on high-dimensional data analysis.
The research paper has been arranged as follows: section 2.
refines the related work. In this section, we describe the
earlier research in the study. The Elastic Net, SSD-SVM and
other used methods are explained in section 3 The proposed
model is introduced in section 4; Experimental scenarios and
discussions are introduced in section 5. The final observations
and future work can be found in section 6.

II. RELATED WORK
Many significant research efforts have been produced in the
last years to study the cancermicroarray data feature selection
and classification. We will provide an overview of some of
this work as a context for the research discussed in the remain-
der of the paper. Esra Pamukcu [11] proposed a new adaptive
elastic net (AEN) model using hybrid covariance estimators
(ECE) and information complexity (ICOMP). The proposed
model examined the implementations of Monte Carlo exper-
imental with simulation data to study the performance of the
EN model. The results showed that AEN regression mod-
elling is a good approach that can be used in high-dimensional
data with undersized data. Algamal and Lee [12] suggested
AAElastic for consistent gene selection while promoting the
aggregation outcome on high-dimensional cancer classifica-
tion. Based on the results based on three real microarray
data sets, AAElastic proved to be competitive, effective and
gave a positive outcome in terms of a) classification accuracy,
sensitivity, and specificity b) consistency of gene selection.

Li et al. [13] suggested a simple and efficient resampling
technique called RVOS to solve the problem of sample size
analysis. Large sample size and category imbalance are the
main features of microarray data. First, they developed the
RFE and called it the VSSRFE version. VSSRFE proposes to
decrease the recursion time by using a larger step size and a
keep step size, while the number of features to be eliminated
becomes less and less to ensure the quality of the selected
significant genes. VSSRFE offers an interesting idea that can
speed up the gene selection process. Also, they combined
the purely linear support vector classifier LLSVM with the
VSSRFE compared to existing methods, LLSVM-VSSRFE
has evolved into an efficient and effective trait selector with
potential in gene selection.

Wang et al. [14] suggested an adaptive elastic net with
conditional mutual information. The algorithm shows that the
suggested learning algorithm can contribute to the adaptive
clustering effect and is robust to the selection of outliers
in the microarray dataset. It is also shown that AEN-CMI
contributes to the adaptive clustering effect by assessing the
significance of gene ranking. Cui et al. [15] suggested a tech-
nique that can encapsulate the structural correlation between
feature methods in the feature selection process, and display
features in the form of graphics and vertices. Therefore,
the obtained information matrix is utilised to produce an
optimization model to determine the object with the greatest

relevance and least redundancy to the objective function.
This is to eliminate the loss of information due to the use
of the graphical illustration of the features. They used an
elastic net regression model to formulate the feature selection
problem. The experimental ADMM results were used on the
real dataset to solve the model, which shows that their method
overcomes several well-known feature selection techniques.
In [16] introduced a novel algorithm named Ensalg to assess
the best regularization path for an elastic net associated with
elements caused by sparsity in a target. Compared to existing
algorithms, their method can handle the so-called ‘‘many-at-
a-time’’ situations, when several variables go to zero and/or
zero to zero at the same time.

Dhrif et al. [17] and others have developed a combi-
natorial PSO algorithm called COMB-PSO that adapts to
multivariate data by selecting the smallest subsets of genes
that can reliably classify samples. In particular, COMB-PSO
develops coding, convergence rate, divergence control and
diversity management of the classic OSP algorithm and bal-
ances exploration. Tharwat et al. [18] proposed a Dragonfly
Algorithm (DA) model, called DA-SVM, which is used to
optimize SVM parameters. The proposed model can find the
optimal values of the SVM parameters and avoid the optima
local problem. In [19], Tharwat and Hassanien used quantum
behaved particle swarm optimization (QPSOs to optimize
SVM parameters) to reduce classification error, the proposed
model can obtain the optimal values of parameters in an SVM
model. The outcomes also explained lower classification
error rates correlated to the standard GA and PSO algorithms.

Shekar proposed in [20] a classification of microarray
cancer utilising optimized hyper-parameters of random forest
tree applying a grid search approach. The optimization of
the RF algorithm is given to obtain the best parameters to
validate the method. The experimental results of the pro-
posed work showed an improvement compared to modern
methods. El-Kafrawy and others in [21] introduced a Multi-
Feature selection for De-novo acutemyeloid leukaemia. They
studied a collection machine learning algorithm: Logistic
Regression (LR), Support Vector Machine (SVM), Random
Forest Classifier (RF), Naive Bayesian Algorithm (NB), and
Decision Tree (DT) for the National Cancer Institute’s AML
dataset (NCI), in Egypt. Experimental results showed that LR
gives tremendous accuracy (92.30%) and giving the lowest
possible error rate. In [22], they discussed different tech-
niques for decreasing the size of data on multi-dimensional
microarray cancer, which is required for a significant effect
when increasing the amount of data. Different techniques for
feature selection for these microarrays have been described,
as well as their advantages and disadvantages.

A modified mutation strategy-based flower pollination
algorithm (MFPA) has been successfully applied to optimize
SVM parameters in [23]. The MFPA algorithm is used to
determine and optimize the penalty coefficient and kernel
of SVM parameters to obtain the best combination of SVM
parameters. Their experimental results highlighted theMFPA
SVMmodel had the best learning and generalization capacity
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compared to the existing BA model and PSO-SVM model.
The combination of Particle Swarm Optimization (PSO) plus
Vector Support Machine (SVM) was applied to develop the
power grid security, early warningmodel. In [24] based on the
data, the traditional SVMmodel and the improved PSO-SVM
model are used to perform empirical tests in the field of power
grid construction safety, improving the predictive accuracy of
the developed model.

OurHybrid feature selection optimizationmodel (ENSVM)
for Cancer Classification is different in:

• Hybrid three different techniques to classify cancer
microarray data.

• Elastic Net feature selection technique used to reduce
the dimensionality and noise of the data to overcome the
overfitting problem.

• Social ski-driver (SSD), Randomized SearchCV (RS)
and Elastic NetCV (ENCV) optimization techniques are
used to optimize hyper tuning parameter alpha of feature
selection method (Elastic net) to:
a) Select a best or nearly optimal subset of the gene

which is informative with the greatest relevance and
importance.

b) Increase the performance of cancer classification.

III. PRELIMINARIES
A. SVM WITH RBF KERNEL
One of the Machine learning methods supervised learn-
ing, which is considered one of the most important meth-
ods of solving regression and classification. Support vector
machine (SVM) is one of the pillars for classification and is
considered one of the most important factors for solving the
classification problem, as in [27] a tumour classifier. SVM
is based on obtaining a hyperplane that optimally separates
the features into various regions. The SVM-RBF-kernel is
one of the functions whose value is based on the distance
between the origin and some point C, its parameter means the
penalty parameter described by the error term. It dominates
the trade-off within a smooth solution boundary and correct
classification of the training points, γ gamma is the parameter
of the non-linear hyperplane. A higher gamma value will try
to fit the training dataset exactly, in other words, the classifier
tries to find the best fit. Thus, increasing the gamma value
leads to overfitting.

Given the training sample of instance-label pairs
(x1, y1) , . . . . (xi, yi) , i = 1, . . . .., l, xi∈Rn,yi ∈ {±1} ,
SVMs demand the solution of the following primal problem
[29].

min
w,ξ,b

1
2
W TW + C .

l∑
i=1

ξi (1) (1)

at xi the learning vector was displayed above the high-
dimensional space by the mapping function (ϕ) aszi =
ϕ (xi) .C > 0, zi is the penalty of parameter option
for error.

We generally solve equation (1) by determining the
following double problem:

min
w,ξ,b

F (ϑ)
1
2
ϑT9ϑ − eTϑ

s. t. 0 ≤ ϑi ≤ C, i = 1, . . . . . . ., l, yTϑ = 0 (2)

where emeans the vector of all ones and9 is an l by l positive
semidefinite matrix. The (i, j)th element of 9 is given by
9i,j ≡ yiyjK

(
xixj

)
,K

(
xi, xj

)
≡ϕT (xi) ϕ

(
xj
)
, 9 i,j is called

the kernel function, at {ϑi}ii=1 are Lagrange multipliers, and

w =
l∑
i=1
ϑiyiϕ (xi), w is the weight vector. The classification

decision function is

sgn
(
W T
· φ (x)+ b

)
= sgn(

l∑
i=1

ϑiyi · K
(
xi, xj

)
+ b (3)

In this research, we utilised the kernel function K (xi, xj) has
several forms. This research of discussion of the paper is the
main function of the RBF, which is widely used among them.
The RBF kernel function is as follows:

K (x, xi) = e−
‖x−xi‖

2

2σ2 (4)

which can transform the parameter sigma σ is defined by
the user. The parameters of SVM-RBF indicate the C error
penalty option and the RBF parameter σ , i.e. the parameters
are namely (C, σ ).

B. ELASTIC NET
The elastic network combines the L-1 lasso rate penalty
and the L-2 rate penalty of ridge regression [3]. Elastic Net
automatically selects variables and allows you to select more
than n variables (observable values). The negative binomial is
used when selecting and classifying features the probability
function is used with a net elastic penalty. Evaluate the model
by minimizing the following objective function.

argmin
β0,β

{[
1
N

N∑
i=1

yi
(
β0 + xTi β

)
− log

(
1+ eβ0+x

T
i

)]

+λ

[
(1− α)||β||2

2
+ α||β||

]}
(5)

In the preceding equation, t the loss function is the first
part that takes the error rate in classification, and the second
ingredient is the regularization term. In the equation, (1), λ
and α are called tuning parameters. The penalty of the elastic
net is controlled by the parameter α, which connects bridge
regression (α = 0) and lasso (α = 1). By increasing alpha α
the number of genes (features) of the classifier is reduced.

For example, we apply Elastic Net to a microarray data set
called Singh for prostate cancer disease with 12600 features
(genes) and 102 samples. We set three values for alpha (α)
as 0.01, 0. 001 and 0.001 it’s noticed that the number of
genes is different according to the value of alpha (α) as seen
in figure 1.
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FIGURE 1. Features (Genes) Number.

TABLE 1. Features (genes) number.

As we see in table 1 the value of alpha is affecting the gene
number and that can eliminate important genes. To ignore
that we need to have an optimal value for alpha (α) to get
optimal features (genes), which are considered as informa-
tive features. Selecting an optimal feature set increases the
performance of the classifier. The optimal value of α is eval-
uated by minimizing the specified objective function. Some
small coefficients are reduced to zero, and the corresponding
predictor variables are excluded from the final model, which
are called ‘‘irrelevant’’ features. Other features are considered
informative features. The final technique can be applied to
predict future results as new data becomes available.

C. ENCV-ENSVM MODEL
EN uses a combination of (`1) lasso and (`2) ridge regression
penalties, this has interesting characteristics of the grouping
effect (selective grouping). Hence, one can select a group of
related genes and analyse high-dimensional data efficiently
[25]. Elastic Net CV (ENCV) is an extension to EN that
calculates the k-fold cross-validation mean square prediction
error. ENCV encapsulates an inner cross-validation loop to
optimize Elastic Net tuning parameter alpha, seen in equation
(1), and spare redundant computation. In ENCV-ENSVMwe
estimate the optimal tuning values for the elastic net alpha α
utilising the Elastic Net CV algorithm. The initialization of
ENCV parameters presented in Table 3 and the details of the
model is presented in section 4.

D. SSD_SVM MODEL
SSD_SVM [26], proposed by Tharwat, is used to optimize
RBF-kernel hyperparameters. The principal aim of the social
ski-driver (SSD) is to obtain the best or near-optimal solution
in space. The SSD_SVM model runs in two steps: the first
step is the process of optimizing the SSD algorithm for the

kernel function parameters (C and g) and the penalty func-
tion. The second step is the process of predicting the regres-
sion of the SVM model for sampled data. The SSD can be
represented byM t

i=
Xα+Xγ+Xβ

3 ,X t+1i = V t
i + X

t
i , at

V t+1
i

=

{
c sin (r1)

(
Pti − X

t
i

)
+ sin (r1)

(
M t
i − X

t
i

)
, if r2 ≤ 0.5

c cos (r1)
(
Pti − X

t
i

)
+ cos (r1)

(
M t
i − X

t
i

)
,if r2 > 0.5

(6)

where Mi is the mean global solution as in Gray Wolf Opti-
mizer GWO), Xα,Xγ and Xβ the best solutions. Vi is the
velocity of Xi, ri is the uniformly random number is generated
in the range of [0.1], Pi the agent is the agent’s best solution
and c is a parameter that is utilised to balance exploitation
and exploration. The calculation is as follows: ct+1 = αct ,
at t is the current iteration, 0 < α < 1 is applied to decrease
the value of C. Consequently, C → 0 and t is the maximum
number of iterations.

E. RS-SVM MODEL
Randomized Search CV [28] is used in the same way as
Grid Search CV [29]. However, it replaces the grid search
CV for random sampling parameters in the parameter space
for continuous variable parameters. Randomized Search CV
will scan it as a distribution, which is not possible for a grid
search. The search capability depends on the niter parameters
defined. If niter parameters are higher, the prediction accu-
racy of the algorithm is higher, but the search time is longer.
In RS-SVM, Randomized Search CV used to optimize the
kernel function parameters C and g as a penalty function.
The second step is to predict the SVM regression process of
sampled data.

IV. THE PROPOSED MODEL (ENSVM)
The core of the ENSVMmodel was defined in PSO-ENSVM
[44] as shown in figure 2 for the classification of cancer
microarray data. In the new ENSVM model, we replaced the
optimization technique PSO with SSD. This replacement is
implemented to enhance model performance.

In the proposed ENSVM, we use the three optimizers,
social ski-driver, Randomized Search CV and Elastic Net
CV to estimate the best value for the elastic net tuning
parameter α. The principal process of this model is:
1) Initialize the total number of particles, each particle

has a random position in one-dimensional space, and each
dimension has a random velocity. 2) The dataset microarray is
pre-processed. This step is designed to (a) exclude features in
a larger range of values, dominant features in a smaller range,
(b) avoid numerical difficulties in the calculation process, and
(c) scale each feature within the range [0, 1]. 3) The elastic
net uses a combination of (`1) and (`2) penalties to reduce the
coefficients of the ‘‘unimportant’’ features to 0 or near zero.
Consequently, it selects the top n features according to the
absolute value of the coefficients according to the penalty α
of the elastic net within its range [0, 1]. A value that is superior
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FIGURE 2. The proposed ENSVM Model.

to or close to the optimal control α indicates the best subset of
the selected features. 4) Adjusting the SVMhyperparameters,
the sample data is split into training data and verification
data. 5) Rate the applicability of each particle to SVM. The
applicability of each particle in this model is sensitivity. If the
fitness is better than the best fitness of the particle, the posi-
tion vector for the particle is preserved. If the fitness of the
particle is better than the globally best fitness, the position
vector remains globally best. Finally, the speed and position
of the particles are updated until the stop criterion is met.
If the closure criterion is met, the features are sorted by
fitness function value, then the subset features are selected
according to the highest fitness value, and finally selected
subset feature has the highest fitness value and the gene value
with high correlation. If the completion condition is not fitted,
the optimizer generates a new solution and repeats operations
1 through 5 until the completion condition is satisfied.

A. PARAMETERS’ INITIALIZATION
At this point, the proposed ENSVM model is initialized
for each method, such as the population number and the

TABLE 2. The detailed settings.

maximum number of iterations, as shown in Table 3. In the
proposed model, ENSVM provides parameter values for the
SVM classifier, the training data is used to train the SVM
classifier based on α value.
Our model has only one parameter, therefore, the explo-

ration space is one-dimensional, representing every point in
the space. The population of particle positions is randomly
initialized, and the search range of parameter C is the default
setting because we have not optimized the classifier function.
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TABLE 3. Parameters’ initialization.

TABLE 4. Dataset (DS) characterization.

The search range of α is limited to 1e-3 and 1e-4 minutes
maximum; the seat position is initialized randomly. As these
restrictions increase, the search space will expand. Therefore,
more particles are needed to find the best solution, which
leads to an increase in calculation time and a decrease in the
convergence rate. Table 3 lists the initialization of the variable
for each method.

B. FITNESS EVALUATION
In the model, the data is divided into three groups. A train-
ing set utilized for training, and a validation set utilized to
assess the trained model during iterations. Finally, a test set
applied to test the final model. In other words, the training
and validation sets are used to build a classification model
and determine the appropriate parameters for it, then the test
set used to test the fully trained SVM model. Therefore, our
model used invisible data for estimation.

After training a machine learning model with high dimen-
sional data, measuring accuracy only is not enough to test
the model. Therefore, our goal is to maximize the sensitivity
S, because in the minority class the number of samples is
minimal, as shown below:

Minimize:: F = −S =
(

TP
TP+ FN

)
(7)

where TP denotes the number of true positive values, and
TN denotes the number of true negative values. Therefore,
for each agent position, the training set is utilized to train
the SVM classifier, and the validation set is utilized to assess

the sensitivity rate. The best solution is where the α value
reaches its maximum sensitivity when the termination condi-
tion is satisfied, then the algorithm ends. Otherwise, it will
continue to develop the next generation and when the maxi-
mum number of iterations is reached, the proposed algorithm
ends.

V. RESULTS AND DISCUSSION
In this section, we present the results of the various experi-
ments conducted to evaluate the performance of the proposed
ENSVMmodel. The platform used to test the ENSVMmodel
is a PC with the detailed settings as shown in Table 2.:

Table 4 uses seven benchmark sample microarray ref-
erence datasets and binary classes. These datasets involve
research on human cancer, including breast cancer, colon
cancer, Leukemia, lung cancer and prostate cancer. The input
specification of the different datasets is given in table 4, such
as the number of features, number of samples, imbalance rate
(IR). IR defines the number of instances of the majority class
for each instance in the class.

In our experiments, ten-fold cross-validation is used to
evaluate the results of all methods, in which the data is
randomly divided into (approximately) 10 equal-sized sub-
sets for k = 10 runs. Hence it is performed multiple times
over time, with one subset serving as a test group, one
as a validation group, and the rest as training groups as
shown in Figure 2. The results obtained are expressed as
mean ± standard deviation. Besides, in all experiments,
50 iterations are conducted. In our experiment, we used three
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TABLE 5. SVM (RBF) Kernel, RS-SVM optimize RBF kernel C and gamma, and RS- RS-ENSVM in terms of (specificity, sensitivity, and AUC).

FIGURE 3. AUC of SVM (RBF) Kernel, RS-SVM, and RS-ENSVM in terms of
AUC.

FIGURE 4. The sensitivity of the SVM (RBF) Kernel, RS-SVM, and
RS-ENSVM.

assessment methods, namely specificity (Spec.). Specificity
is the negative sampling rate for correct classification. It is
defined as TNR = TN

TN+FP , where TN represents the number
of true negative results and FP is the number of false positives.
In our model, specificity is the ability to correctly identify a
person who is not as sick as unhealthy using (TEST). AUC
indicates the area under the receiver operating curve (ROC).
Measured

AUC =
1+ TPR− FPR

2
.

FIGURE 5. The specificity of the SVM (RBF) Kernel, RS-SVM, and
RS-ENSVM.

Two statistical testing methods are also used to evaluate
the performance of our model. The Wilcoxon test [42] is a
nonparametric statistical test that compares two paired
groups, the goal of the test is to determine if two or more sets
of pairs are different from one another in a statistically signif-
icant manner. Friedman test [43] is used for data with three
or more correlated or repeated outcomes whose distribution
is not normal. The null hypothesis is that the distribution is
the same across repeated measures.

The source code and relevant data can be downloaded from
https://github.com/MohammedQaraad/optimizeENSVM.

A. EXPERIMENTAL RESULTS
This section will present the results of five experiments to
assess the proposed ENSVM model. The purpose of the first
experiment, in section 1, is to evaluate the ENSVM model
using Randomized SearchCV (RS), called RS-ENSVM with
RS-SVM and SVM (RBF) Kernel. In the second experiment
in section 2, the goal is to use the social ski driver (SSD),
called SSD-ENSVM with the SSD-SVM and SVM (RBF)
Kernel. The third experiment in section 3, Elastic NetCV
(ENCV), called ENCV-ENSVM, evaluated with SVM (RBF)
Kernel. In all three experiments, we performed a statisti-
cal p-value test to determine the significance of the results.
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TABLE 6. The SVM (RBF) Kernel, SSD -SVM optimize RBF kernel C and gamma, and SSD - ENSVM in terms of (specificity, sensitivity, and AUC).

TABLE 7. AUC, specificity, and Sensitivity of SVM (RBF) Kernel, Elastic Net CV (ENCV).

FIGURE 6. AUC of SVM (RBF) Kernel, SSD-SVM, and SSD-ENSVM in terms.

Section 4 explained the result that evaluates the three tech-
niques (RS-ENSVM), (SSD-ENSVM) and (ENCV-ENSVM)
for selecting the average value of optimal alpha and the
number of selected genes. The experiment in section 5 used
different types of data sets to evaluate the performance of the
proposed model.

1) RS-ENSVM VS RS-SVM VS SVM(RBF) KERNEL
This experiment aims to compare the proposed model using
Randomized Search CV (RS) (RS-ENSVM) with RS-SVM

FIGURE 7. The Sensitivity of SVM (RBF) Kernel-SSD-SVM, and SSD-ENSVM.

and SVM(RBF) Kernel. The computation time is also com-
pared for each model. Table 5 shows the results of this exper-
iment for specificity, sensitivity, and AUC it can be seen from
this table that the sensitivity of the proposed model is much
higher than the results obtained using the RS-SVM and SVM
(RBF) kernelmodels. For the comparison, the non-parametric
Friedman test was applied for every dataset.

In terms of sensitivity, the p-values for all datasets are less
than the 0.05 significance level. In terms of AUC and speci-
ficity results, our proposed RS-ENSVM model outperforms
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FIGURE 8. The Specificity of SVM (RBF) Kernel, SSD-SVM, and SSD-ENSVM.

FIGURE 9. AUC of (RBF) Kernel and ENCV-ENSVM.

FIGURE 10. The sensitivity of the SVM (RBF) Kernel and ENCV-ENSVM.

the RS-SVM and SVM kernel model (RBF); the p-values for
all datasets are less than the 0.05 significance level.

Compared to the RS-SVM and SVM (RBF), the proposed
RS-ENSVM provides high specificity, sensitivity, and AUC
results. It is also worth noting that the required computation
time in seconds of the RS-ENSVM model with the highest
dimension dataset (Gordon) is 3808.34 ms where the time for
all data sets is 17263.63ms. The computation time for all data
sets of the SVM (RBF) model is 48.141581296920776 and
the computation time for all data sets RS-ENSVM model is
48.141581296920776.

Figures 3, 4 and 5 presents a comparison between
the SVM(RBF) kernel, RS-SVM optimizes RBF kernel

FIGURE 11. The specificity of the SVM (RBF) Kernel and ENCV-ENSVM.

TABLE 8. The number of selected genes.

TABLE 9. The values of the optimal.

(C and gamma), and RS-ENSVM of the average in terms of
sensitivity, specificity, and AUC.

As shown in figures 3, 4 and 5 the average of specificity,
sensitivity and area under the curve are higher in our proposed
model RS-ENSVM than SVM (RBF) kernel and RS-SVM
model.

2) SSD-ENSVM VS SSD -SVM VS SVM(RBF)KERNEL
This experiment aims to compare the proposed model using
social ski-driver (SSD) (SSD -ENSVM) with SSD -SVM and
SVM (RBF) Kernel model and view computation time for
each model. Tables 6 show the results of this experiment.
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FIGURE 12. The ENSVM model techniques.

TABLE 10. Experimental results of the proposed model with different datasets.

As shown in the figure 12, the SSD-ENSVM model
typically provides results with higher sensitivity than the
SSD-SVM and SVM (RBF) kernel models. All datasets
use the non-parametric Friedman test. When using the
SSD-ENSVM model, the SSD-ENSVM model performs
better than the SSD-SVM and SVM(RBF) Kernel model,
in terms of AUC and sensitivity results, and the p-value
is below the predicted statistical significance level of the
entire dataset 0.05. In terms of specificity, the SSD-ENSVM
model performs better than the SVM-RBF, but the p-value
is greater than the significance level of 0.05. we used a non-
parametric Wilcoxon signed-rank test to interpret this result
by comparing our model SSD- ENSVMwith SSD–SVM and
SVM (RBF) SVM (RBF)Kernelmodel. Aswe read in table 7.

The required computational time in second of the
SSD-ENSVM model with the highest dimension dataset
(Gordon) is 14897.562027215958 where the time for all data
sets is 17263.624940395355. The computation time for all
data sets of the SSDSVM model is 8899.498739242554.

Figures 6,7 and 8 shows a Comparison between three
models in terms of sensitivity, specificity, and AUC.

3) ENCV-ENSVM VS SVM(RBF) KERNEL
This experiment goal to compare the models proposed using
the ENCV-ENSVM with SVM(RBF) Kernel and view com-
putation time for each model. Table 7 shows the results of
this experiment for specificity, sensitivity, and AUC. The
table shows that the sensitivity of the proposed model is
much higher than the results obtained using the SVM kernel
model (RBF). For additional comparison, the non-parametric
Wilcoxon signed-rank test was utilized for all data sets.
In terms of sensitivity, the P-values of all datasets are below

the significance level of 0.05. In terms of AUC and specificity
results, our suggested model ENCV-ENSVM performs better
than the SVM-RBF model. The p-values of all data sets are
below the significance level of 0.05. In general, the suggested
(ENCV-ENSVM) provides high specificity, sensitivity, and
AUC results compared to the SVM-RBF model., the pro-
posed (ENCV-ENSVM) achieves high sensitivity, specificity,
and AUC results. The required computational time in second
of the ENCV ENSVM model is 6803.924229621887.

Figures 9, 10 and 11 show a comparison between two
models in terms of sensitivity, specificity, and AUC.

4) OPTIMAL ALPHA
This experiment aims to view the value of optimal alpha using
each one of the three techniques (ski-driver (SSD), Random-
ized Search CV (RS), Elastic Net CV (ENCV)) using in our
proposed model (ENSVM). The experiment used 50 itera-
tions with 10Fold cross-validation. table 8 shows the number
of selected genes using each one of the techniques used in
our model. The average value of the optimal alpha shown
in table 9.

The below figure 12 show a comparison summary of all
ENSVM model techniques

5) ENSVM MODEL EVALUATION
This experiment aims to investigate the performance of our
suggested ENSVM model.

a: MULTICLASS DATA
In our experiment, every dataset has only two classes. As a
further test, using the proposed model to a multiclass dataset,
two established multiclass datasets, for example, Iris [39] has
four classes in the UCI data repository, and Glass [40] has six.
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There are 10 sample classes in a category. the results in [26]
the experiment (shown in table 10) gave competitive results.

b: IMBALANCED DATA
In this experiment, three established unbalanced datasets
(poker-9_vs_7 and winequality-white-9_vs_4 from Keele’s
data repository [41]) and (fromUCI data repository [Glass 6])
The performance of our proposed model concerning imbal-
anced data. The results of the competition are presented
in Table 10. These results prove that our model also applies
to imbalanced data.

VI. CONCLUSION AND FUTURE WORK
In this article, we suggest a hybrid feature selection opti-
mization model for high dimensional microarray data clas-
sification. The proposed model used Elastic Net as a gene
selection method, considering three different optimizer tech-
niques to tune parameter alpha of the EN to enhancement
the performance of the model; with SVM as a classifier.
The proposed model was effective in selecting the opti-
mal or near-optimal informative and important subset of
genes. The model obtained high classification results. Var-
ious experiments were performed to compare the suggested
EN-SVMmodel against three optimization techniques: social
ski-driver (SSD), Randomized Search CV (RS) and Elas-
tic NetCV (ENCV) with SVM(RBF) Kernel, RS-SVM and
SSD-SVM respectively. The results of this study showed that
the proposed ENSVM model outperformed the SVM(RBF)
Kernel RS-SVM as well as SSD-SVM models in terms of,
specificity, sensitivity, and AUC. Also, our model had an
effective result with imbalanced and multiclass data. In future
studies, we will analyze the biologically significant interpre-
tation of the list of most importance subset gene resulted in
our model to help molecular biologists in cancer treatment.
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