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ABSTRACT The Smart Culture Lens developed in this study is an application developed by utilizing
the visual element classification system of ceramic and AI technology. The user can analyze the visual
elements of the ceramic photo taken with a smartphone and search for similar ceramics related to each visual
element. For this development, as a first step, visual elements such as color, form, material, and pattern
were defined as criteria for classifying ceramic appearance, and the visual element classification system
of ceramics was organized. In the second step, 19,610 images of 7,346 ceramics were collected through
museum visit photography and web, and a database was built by annotating these images with a visual
element classification system. In the third step, representative object detection models, Faster R-CNN and
Mask R-CNN were trained based on a ceramic classification system. Through those trained object detection
models, visual elements and masks of the input image were recognized, and representative colors of the area
were extracted using the k-means algorithm through the recognized masks. The performance of the trained
object detection models (Average precision of Form / Material / Pattern 1st-level category = 0.87 / 0.89 /
0.72) shows that the amount of collected data and the established classification system are useful. Finally,
by applying the above development results, a mobile application called ’Smart Culture Lens’ was developed,
and the usefulness of this application was confirmed through a user experience test. This study combines
AI technology into cultural heritage so that people can intuitively explore artifacts from a new perspective,
which differs from traditional artifact exploring methods. All the detailed processes of this development will
be a guide to how to apply AI technology to the cultural heritage.

INDEX TERMS Classification scheme of ceramics, visual elements analysis, visual search, ceramic dataset.

I. INTRODUCTION
The appearance analysis of artifacts refers to the informa-
tion from the perspective of purposeful thinking of design.
Artifacts are products related to food, clothing, and shelter in
human life. Therefore, the appearance of the artifacts should
be analyzed in the context of the result of purposeful design
beyond judgment about the aesthetic value [1], [2]. People
design and make things with color, form, and material that
are needed to realize a function according to their purposes.
They understand the purposes and functions of an object by
looking at the appearance elements of the object [3]–[5].
Therefore, the analysis of objects from the perspective of
purposeful thinking of design is the starting point of the
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fundamental analysis from the viewpoint of visual elements.
That is why education about visual elements is the first step in
fine arts and design education [6]–[8]. Therefore, the analysis
of the visual elements of artifacts is the most fundamental and
crucial element.

When we visited museums, we can see real artifacts and
read or hear their information about manufacturing time, for-
mative features, and historical background. In the field of cul-
tural heritage, the information on artifacts is generally based
on archeological studies about the periods and geographical
features or other scientific studies that analyze the materi-
als or the manufacturing methods of the artifacts. However,
these details can be easily obtained from the internet search
and online museum by using search keywords, even without
viewing the real objects. In this study, we focus on analyzing
the appearance information of artifacts viewed by the users
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TABLE 1. Comparison of visual information providing services based on image search technologies.

from the viewpoint of intuitive exploration and providing
systematic and fundamental information about the observed
appearance. The purpose of the analysis of the artifacts in
this study is not to provide information for archaeological and
historical judgment but to intuitively analyze the appearance
information of the artifact from the user’s point of view and
provide systematic and fundamental information about the
appearance. For this, we established data about the visual
elements of artifacts, which have not been sufficiently inves-
tigated to date. The data may be used for further studies on
the details of artistic expression and provide a basis for the
materials that can be employed by the present artists and
designers for their creative works.

II. RELATED WORKS
In order tomake it easier to obtain the information of artifacts,
it has been actively investigated to recognize objects intu-
itively with smartphone cameras and provide the necessary
information through analysis and search by using machine
learning technology [9]. Representative examples of the tech-
nology include ‘‘Google Lens’’ (https://lens.google.com).
These services employ visual search technology to recognize
objects from a photographic image, just as the human eyes
can intuitively identify objects, and provide relevant shop-
ping information [10], [11]. In addition, although not using
a smartphone camera, similar analysis and search services
have been developed to identify the characteristics of query
photographic images and search similar images by using
visual search technologies [12]–[14].

As shown in Table 1, there are several attempts on
incorporating machine learning and computer vision tech-
nology to provide interesting and useful services on cul-
tural heritage with image search technology in the field
of art and culture. Art traders, such as ‘‘Artimage’’ and
‘‘Saatchi Art’’, as well as the ‘‘Art Palette’’ project by Google
(https://artsexperiments.withgoogle.com/artpalette/) employ
visual search technology to intuitively find information about
artworks that have colors and compositions similar to the art-
work selected by the users. The ‘‘Beyond Scrolls & Screens’’
project (https://experiments.withgoogle.com/beyondscrolls)

by Google provides an art appreciation method where the
objects in Japanese paintings are classified according to hier-
archical standards and Japanese paintings in a similar cate-
gory may be viewed. Since most of the currently available
artifact data are structured according the classification system
based on the periods and archaeological features, the services
suggest a novel method of appreciating artworks, widen the
human understanding of the artworks, and increase the sat-
isfaction of viewing them. However, few attempts have been
made to analyze and interpret the appearance characteristics
of artifacts by using a detailed system.

TheVissi’s API-based (https://www.visii.com/) ‘‘Artimage’’
and the ‘‘Saatchi Art’’ search artworks having similar col-
ors and compositions and provide the relevant informa-
tion. The ‘‘Art Palette’’ and ‘‘Runway Palette’’ projects
by Google (https://experiments.withgoogle.com/business-of-
fashion) extract the representative colors from the color
palettes and search the images having similar colors. These
projects use only the color information among the visual
elements of images. Other elements are also used in other
services to analyze objects. For example, the ‘‘Beyond Scrolls
& Screens’’ project by Google classifies articles that often
appear in Japanese paintings into 35 kinds to search for
artworks that have similar objects. However, the project clas-
sifies objects according to large categories, and the detailed
forms of the individual objects are not specifically analyzed.
‘‘ArtPI’’ by Artendex (https://www.artpi.co/) analyzes more
detailed sculptural components based on not only the colors
but also the light, space, line, and composition, providing a
more diverse visual search function.

The Smart Culture Lens developed in this study employs
visual search technology to analyze the on-site pictures of
artifacts taken by using a smartphone to provide sculptural
information of the artifacts and has a function to search the
established ceramic database based on the visual elements.
Unlike the conventional services, the Smart Culture Lens
includes a multi-angle image database of artifacts (see Table
1). It deals with various visual elements of ceramic appear-
ance such as the color, form, and material, and the service has
been developed as a mobile phone app so that users can easily
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and intuitively use the function. The service separates an
artifact from the background in the photo of the artifact taken
by a camera. The color, form, and material of the separated
artifact are analyzed, and the relevant information is provided.
The pattern of the artifact, which is a visual element that gives
aesthetic value to ceramics, is also analyzed to provide the
relevant information.

III. SMART CULTURE LENS
In this study, an automated image analysis system (named
Smart Culture Lens) that can provide information about the
appearance of artifacts intuitively and systematically when
exploring actual artifacts was established by using deep learn-
ing technology. Among the various kinds of Korean artifacts,
the target artifacts of the Smart Culture Lens are ceramics,
because ceramics are commonly excavated relics in archae-
ology [15] and there are a number of ceramics currently
displayed in museums. It was developed as a smartphone
app so that common users can easily use it. A user may
take a picture of a ceramic by using the Smart Culture Lens
app, which automatically analyzes the characteristics of its
appearance. The app then searches the ceramics that have the
same appearance characteristics from the ceramics database
server built based on museums throughout the Republic
of Korea and lets the user view the detailed information.
Figure 1 shows the key elements in the development of the
Smart Culture Lens. First, the pictures of the ceramics were
collected from many museums in the Republic of Korea to
systemize the visual elements that are necessary to classify
the appearances of ceramics. In this study, the form, color,
material, and pattern were determined as the key visual ele-
ments to design the detailed classification structure. Based
on the classification structure, annotation was performed to
tag the meta-information with the collected pictures of the
ceramics, establishing the ceramic visual element database.
A deep learning technology suitable for image segmentation
and classification was employed for the model to learn the
automated analysis of the visual elements from the pictures of
the ceramics. The model was coupled with the Smart Culture
Lens mobile app so that the visual elements can be searched
through simple photo-taking.

A. VISUAL ELEMENTS CLASSIFICATION SYSTEM
The visual elements that are commonly used in the field of
visual arts and visual analysis include color, form (shape), and
material (texture) [16]–[19]. In order to systemize the visual
elements of Korean ceramics, the three basic visual element
categories were included, and the category of pattern, which
gives a symbolicalmeaning to ceramics, was added [20], [21].
Therefore, the Korea ceramic visual element classification
system defined in this study includes the highest-level cat-
egories of color (as seen in relic), form (depending on func-
tion), material (depending on surface color and production
technique), and pattern (depending on symbolic meaning).
For color, a classification system was not designed but the
representative color was extracted by using an image analysis

method. For the other three visual elements, detailed classifi-
cation systems were designed on the basis of the pictures and
a number of studies of the ceramics.

The form of a ceramic is generally determined by the
use (function). As presented in Figure 2(a), the high-
est level category of form was divided into six first-
level categories: bottle, jar, bowl, dish, cup, lidded bowl,
and ware. Each of the first-level categories was fur-
ther divided into second-level categories by collecting the
ceramics having the same use and form, as classified
by various ceramic studies [22], [23], and sorting the
ceramics according to the characteristic differences of the
appearance. For example, the bottle form ceramics were
classified by the 10 basic body forms of JangGyeong-
Byeong, MaeByeong, OkHoChoonByeong, TongHyung-
Byeong, PyoHyungByeong, SaKakByeong, YouByeong,
JaRaByeong, JeongByeong, and JangKoon. According to
the additional features applied to the body, PyunByeong,
DaGakByeong, and KwaHyungByeong were added. Kwang-
GooHyungByeong was also added for the ceramics having a
largemouth. In this way, the first-level categories were further
divided into second-level categories.

As a result, the highest category for the ceramic form
was divided into a total of 57 second-level categories. For
each second-level category, the representative image and the
ceramic name used in Republic of Korea were provided with
a statement about the characteristics of the appearance.

One of the most commonly used criteria in the ceramic
classification system is material. The reason is that the
ceramic material used varies depending on the periods, so the
material is used as a classification criterion. The highest-level
category of material was divided into five first-level cate-
gories of earthenware, celadon, buncheong, white porcelain,
and others, depending on the manufacturing process, the used
glaze, and the baking methods [24]–[26]. The second-level
categories were defined as the detailed materials determined
by the additional techniques (inlaid, sgraffito, glazed, under-
glaze, neriage, paste-on-paste, brushstroke, splashing, and
openwork) applied to thematerials of the individual first-level
categories. As presented in Figure 2(b), the category of mate-
rial was divided into five first-level categories and 31 second-
level categories.

The patterns of ceramics (see Figure 2(c)), which increase
the aesthetic values, are often derived from common plants,
animals, and other natural elements [20], [21]. Research
articles about ceramic patterns and the actual ceramic pat-
terns were analyzed to prepare the pattern classification
system. The first-level categories of the pattern were the
ontological categories such as plant, animal, human, land-
scape, objects, letters, geometry, and technique [27]–[30].
The first-level categories of plant, animal, and technique were
further divided, depending on the details, into second-level
categories, which were then further divided into 53 third-
level categories for the individual species. However, an actual
ceramic may include a single pattern or a plurality of patterns.
Therefore, the Smart Culture Lens was designed to analyze
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FIGURE 1. Developmental overview of the smart culture lens.

only the representative pattern found on the picture taken by
users.

Unlike the categories of form, material, and pat-
tern, an explicit classification system was not designed
for the color of ceramics but an image analysis was
applied. The accurate ceramic color usually refers to the color
of the ceramic material, which can be known only by taking
the ceramic out of the cabinet and analyzing the material
by using a material analyzer. Because that is impossible for
the users, the ceramic color analysis in this paper is based
on the picture of the ceramic taken by users. However, the
color in the picture taken by a user is highly dependent upon
the brand of her smartphone, the exhibit environment, and
the lighting condition. Different colors may be identified
from a single ceramic, but in this paper, the background of a
ceramic picture was removed, and five representative colors
were automatically extracted from the ceramic part, from the
brightest one to the darkest one, and expressed in digital color
codes. This method enables common users to analyze color
by using their own smartphones.

Figure 3 shows an overview of the visual elements of a
ceramic analyzed by the Smart Culture Lens, including two
steps for the form, two steps for the material, and two or three
steps for the pattern as well as the five representative colors
extracted from the ceramic image.

B. CERAMIC DATASET
The dataset needed for the automated visual element analysis
and ceramic search in this study was established by two
approaches. First, a number of the ceramic images provided
by eMuseum (https://emuseum.go.kr/), the website of the
National Museum of Korea that provides artifacts informa-
tion of the museums in the entire Republic of Korea, were
downloaded. A total of 5,684 images of 5,211 ceramics were

collected, excluding the black-and-white images, scanned
images of print-out, the images of incomplete broken ceram-
ics, and the images out of the analytical categories of the
periods and nationalities. The eMuseum basically provides
a single front image of each ceramic in a well-arranged envi-
ronment, giving only the basic information of the ceramic. In
contrast to thewell-refined images provided by the eMuseum,
pictures taken by users with their smartphones are not typified
because the pictures are affected by various shooting angles
and distances as well as various lighting circumstances of
museums.

Therefore, for the automated analysis of ceramic pictures
taken by using smartphones, on-site pictures of the ceram-
ics were taken at the museum with smartphones from var-
ious angles and distances to establish the ceramic database
(including pictures and description/information). Pictures of
2,135 ceramics displayed at 19 institutions in the Republic
of Korea, including the National Museum of Korea, which is
the largest museum in the Republic of Korea, were taken, and
13,926 pictures were finally selected, excluding blurred and
noisy images.

An average of 6.5 pictures were taken from each ceramic.
The established database was examined by the experts to
label all the pictures and classify them into the first and
second-level categories of the form, the first and second-level
categories of the material, and the first, second, and third-
level categories of the pattern. A single ceramic may have
several patterns but the labelingwas performedwith reference
to the most outstanding pattern found in the picture.

The color information was acquired by extracting the
representative colors of the ceramics by using a palette
generator. The palette generator reads a ceramic image based
on the RGB colors, clusters the color of each pixel, and then
extracts the median value as the representative color of each
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FIGURE 2. The classification scheme of Korean ceramics visual elements.

cluster. The ‘‘Art Palette’’ by Google extracts five pieces of
color information from an artifact, including the background
color. In this study, a mask was prepared by using a single
front image of each ceramic and the pixel annotation tool

(https://github.com/abreheret/PixelAnnotationTool). The
mask was used to extract five colors from each ceramic,
excluding the background, to express the representative col-
ors of the ceramic more precisely.

42872 VOLUME 9, 2021



J. H. Yi et al.: Smart Culture Lens: Application That Analyzes Visual Elements of Ceramics

FIGURE 3. Classification structure and meta-labels used in the smart culture lens.

As shown in Figure 3, the database consists of the ceramic
picture and the annotated visual elements (form, material,
pattern, and color) as well as the mask for extracting the
colors only from the ceramic, and the bounding box infor-
mation defining the maximum length and breadth and the
position of the mask. Besides, the database incorporates other
information collected from the museums, including the name
in Chinese characters, period, size, notation, collection insti-
tution, and collection number.

C. EXPLORING MODES OF SMART CULTURE LENS
Based on the established ceramic database, the Smart Cul-
ture Lens was developed as a smartphone app so that users
may search the ceramic information intuitively and simply
according to their preferences. The app provides two search
modes. In the mode ‘‘Analyzing Visual Elements’’ where a
user can take a picture of a ceramic to analyze the visual ele-
ments, the picture is transmitted to the server where the deep
learning model performs automated and real-time search of
the ceramic information and the analytical results are sent
back to the smartphone, as shown in Figure 4. In the mode
‘‘Searching for Ceramic by Visual Elements,’’ the ceramics
having the visual elements selected by a user are searched by
a directory-based search method.

1) ANALYSIS
As shown in Figure 4(a1), for ‘Analyzing Visual Elements’,
the input image (picture taken by the user or one stored
in the gallery) is transmitted to the server, which then operates
the deep learning model and the palette generator to analyze
the form, material, pattern, and color. The categories of the
visual elements and the description for each of the categories
are provided, as shown in Figure 4(a2). When the user selects
one or more of the analyzed visual elements as the search
keywords (Figure 4(a3)), the ceramics having the categories

of the selected visual elements are searched from the database
and displayed (Figure 4(a4)). Especially for color, the simi-
larity of the five representative colors is measured, and the
ceramics having the colors are sorted and displayed in the
order of the highest similarity. When the user clicks one of
the pictures of the search ceramics, the detailed information
is shown, as in Figure 4(a5).

In this study, a Mask R-CNN model was used to classify
the ceramic form and generate the mask of the ceramic, with
which only the colors of the ceramic are analyzed as shown in
Figure 5(a). Mask R-CNN is a deep learning model that can
simultaneously perform the classification through the Faster
R-CNN structure, the bounding-box regression, and the
instance segmentation of each region of interest (RoI) through
the added parallel structure of the fully convolutional network
(FCN) [31], [32]. Faster R-CNN does not perform pixel-to-
pixel alignment between network inputs/outputs while Mask
R-CNN employs the RoIAlign technique for more precise
segmentation. For the learning of classification, bounding-
box regression, and mask regression, the following multi-task
loss is defined:

L = Lcls + Lbox + Lmask (1)

In this study, the Mask R-CNN model was fine-tuned for
the 57 low-level categories from the pre-trained inception
v2 network. After extracting the part of the ceramic only
from the original picture, the palette generator extracts the
respective mean values of the five clusters over the colors of
the ceramic as 8-bit RGB values as shown in Figure 5(b).
While the Google Art Palette randomly displays the five
colors, the Smart Culture Lens sorts the colors in the order
of the highest color dominance in the ceramic.

For the analysis of material and pattern, the Faster R-CNN
was applied, which outputs the object proposal and objectness
score of an image in the form of a bounding box repression
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FIGURE 4. Working examples of the smart culture lens.
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FIGURE 4. (Continued.) Working examples of the smart culture lens.
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FIGURE 5. Analysis methods for visual elements of ceramics.

by using the region proposal networks (RPN) [32], [33]. The
loss function is defined as in Equation (2):

L ({pi} , {ti}) =
1
Ncls

∑
i
Lcls

(
pi, p∗i

)
+ λ

1
Nreg

∑
i
p∗i Lreg(ti, t

∗
i ) (2)

where pi is the predicted probability of anchor i; in the
presence of an object, pi is 1; otherwise, 0. Equation (2),
ti =

{
tx , ty, tω, th

}
i, representing the correlation between the

ground truth box and the positive anchor. The classification
Lcls, representing the classification performance, was the log
loss, and the box regression, Lreg, representing the object
proposal performance, was the smooth L1 loss. The Faster
R-CNN in this study basically consists of the Inception v2
and performs the image analysis rapidly at a rate of 58 ms
per image with reference to the COCO dataset [34]. The
material and pattern models were prepared by fine-tuning the
pre-trained model according to the number of lowest-level
categories (33 for material and 55 for pattern).

2) SEARCHING
The second mode of the app is to explore the ceramics
in a directory search method according to the three visual
elements (form, material, and pattern), except the color,
as shown in Figure 4(b). For the intuitive search by users, the

TABLE 2. Performance analysis by models.

representative image icons and names are displayed together.
The users can also know how many ceramics of a certain
category are registered to the ceramic database. They can
sequentially select the individual visual elements from the
first-level category to the third-level category in the clas-
sification system. As shown in Figure 4(b4), the ceramics
included in the detailed categories selected by a user are
searched from the database and displayed. On the screen
showing the search results, the user can select a specific
ceramic to view the detailed information about the ceramic
(see Figure 4(b5)) and choose the visual elements shown at
the bottom to further search the similar ceramics as well.
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FIGURE 6. Confusion matrices for the models learned with reference to the lowest categories. The red solid line represents
the boundary of the first-level categories, the blue dash line represents the boundary of the second-level categories, and
the red color numbers represent some incorrect cases. Two numbers (‘‘Items’’ and Images’’) on the right represent the
number of ceramics and corresponding pictures, respectively.
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FIGURE 6. (Continued.) Confusion matrices for the models learned with reference to the lowest categories. The red solid line
represents the boundary of the first-level categories, the blue dash line represents the boundary of the second-level categories, and
the red color numbers represent some incorrect cases. Two numbers (‘‘Items’’ and Images’’) on the right represent the number of
ceramics and corresponding pictures, respectively.

IV. EXPERIMENTAL RESULTS
A. AUTOMATED VISUAL ELEMENT ANALYSIS
We first evaluated the performance of three deep learning
models that classify the form,material, and pattern of an input
ceramic image. A 10-fold cross-validation was performed
with reference to the lowest categories. The data of 19,610
images were randomly allocated for training, validation, and
testing at a ratio of 8:1:1. Based on the errors in each epoch
recorded in each fold, the optimal epoch (epoch#: 39) was
found based on the accuracy of the validation dataset. The
accuracy about the highest categories was indirectly cal-
culated from a confusion matrix on the lowest categories.
Table 2 and Figure 6 show results on the classification
with respect to form, material, and pattern. Models with
higher (fewer) categories naturally show a higher accuracy
than those considering lower (more) categories. Due to class
imbalance, there are some differences between unweighted
and weighted accuracies.

The ceramic dataset established in this study is an imbal-
anced dataset where the number of images included in the
individual classes varies from less than 10 to thousands. Such
an imbalanced dataset is evaluated by the F1 score, which is

the weighted harmonic average of the precision and the recall
calculated by Equation (3):

F1 =
Precision× Recall
Precision+ Recall

× 2 (3)

AP and AR were calculated for the F1 score. The form
model showed the highest F1 score, indicating that the ana-
lytical performance of the form model was higher than that
of the material and pattern models.

The number of classes included in the pattern model was
similar to the form model. Therefore, UA, one of the main
measurement criteria for balanced datasets calculated by
Equation (4), was similar to the form model. However, the
F1 score of the pattern model was lower than that of the form
model, because the data imbalance was higher due to the
lower AP and AR values (the data included in the Plain-01
class accounted for even 34% of the entire data.).

UA =
1
Ntot

∑
c
TPc (4)

Compared with the pattern model, the material model
showed a relatively high WA, one of the main measurement
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TABLE 3. Representative incorrectly-classified cases analysis.

criteria for imbalanced datasets calculated by Equation (5),
although the data imbalance of the material model was also
high (the data included in the Celadon-01 class accounted
for even 23% of the entire data). This was because the total
number of the classes was as small as 33.

WA =
1

Nclass

∑
c
(
TPc
Nc

) (5)

For the further analysis of the classification result,
we present the confusion matrix for the three models (form,
material, and pattern). As shown in Figure 6, they could

achieve good performance by 1st categories of form and
material, but show more errors for the classification by lower
categories. For pattern, however, it shows poor performance
by 1st category due to the imbalance and complexity of data
(see Figure 6(c), Flower and Plain categories occupy 32%,
34% of the total data). Some categories include more than
hundreds, but some other categories have a few samples,
e.g., Jar-05, Earthenware-01, and Objects-01. This imbalance
over classes in the data is commonly appeared from the
three models, leading to decreased accuracies. Further studies
need to reduce such errors and increase the accuracy, and
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TABLE 4. Survey items and evaluation results.

data augmentation, zero-shot or few-shot learning technology
could be a good option [35], [36]. In practical situations, some
other causes make classification poorer, e.g., form or color
distortion in the picture due to different camera angles, the
placement of an artifact, and various lighting conditions in the
environments. Pre-processing or post-processing to resolve
the distortion could improve the performance of the analysis.
Several examples of incorrectly classified cases marked in the
confusion matrixes are presented in Table 3.

B. USER EXPERIENCE EVALUATION
A survey was conducted with 57 undergraduate and graduate
students to examine whether the Smart Culture Lens reflects

the original purposes and to assess the user satisfaction with
the app. Various real ceramic artifacts were displayed, and the
participants were asked to use the Smart Culture Lens freely
to get the information of the ceramic artifacts (see Figure 7).
The survey items used in the evaluation of the usabil-
ity were those included in ‘creating pleasurable interfaces’
model developed by Anderson(2009). Anderson’s model
incorporates Peter Morville’s Honeycomb model(2004) and
Maslow’s Hierarchy of Needs theory(1954). The low level
of this model comprises the factors focused on tasks, such
as usable, reliable, and functional, and the high level com-
prises the factors focused on experience, such as meaningful,
pleasurable, and convenient [37]–[40]. The participants were
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FIGURE 7. Smart Culture Lens app usability evaluation.

FIGURE 8. A graph comparing the results of the six evaluation factors.

asked to respond on a 5-point Likert scale (1-Strongly dis-
agree, 2-Disagree, 3-Neutral, 4-Agree, 5-Strongly agree).

As shown in Figure 8 and Table 4, the overall scores
for 6 measures were four points or higher. With regard to the
factors focused on experience, relatively higher scores were
obtained from the meaningful factor, including the survey
items such as ‘‘These products, which combine culture and
AI technology, must continue to be developed (4.49, SD =
0.54),’’ ‘‘The smart culture lens app should be extended to
analyze other cultural artifacts as well as ceramics analy-
sis (4.44, SD = 0.57).’’ In the convenient factor, subjects
expressed easiness and intuitiveness in their experience of the
Smart Culture Lens, such as ‘‘It requires only the minimum
necessary steps when looking up information (4.39, SD =
0.65)’’ and ‘‘It easily conveys information in a visual way
(4.25, SD = 0.78).’’ Only for one question of the pleasurable
factor out of 15 experience-related questions, they scored
lower than four, which is ‘‘This shows the information I want
to know from ceramic (3.77, SD =0.89).’’ The reason for
the low score of pleasurable factor was that users wanted
to obtain additional ceramic information such as the date of
manufacture as well as visual elements.

And there were user comments on the focused on experi-
ence such as ‘‘It’s good to see that science and technology
are used to analyze the cultural heritage,’’ ‘‘This is exactly
what I needed when visiting a museum,’’ ‘‘I could intuitively
understand artifacts without the background knowledge about
the history,’’ and ‘‘I could learn more about the artifacts.’’.

With regard to the factors focused on tasks, the highest
score was found in the usable factor from the survey items
‘‘This can be used without difficulty (4.5, SD = 0.68),’’ and
‘‘Everyone will learn how to use this app very quickly (4.58,
SD = 0.61).’’ These results show that the users can easily
view the automatic analytical results without complicated
steps, thanks to the application of the AI technologies to the
app and that the users are satisfied with the performance

including the processing speed and functions. The survey
results clearly showed that the app can analyze the detailed
visual elements of the artifacts by using AI technologies and
can be easily and intuitively used by any user.

In addition, many participants expressed their impression
on the Smart Culture Lens, such as ‘‘It’s good to see that
science and technology are used to analyze the cultural
heritage,’’ ‘‘This is exactly what I needed when visiting a
museum,’’ ‘‘I could intuitively understand artifacts without
the background knowledge about the history,’’ and ‘‘I could
learn more about the artifacts.’’ It signifies that the app
provides information that helps the intuitive understanding
during the experience of exploring real artifacts at museums.
In addition to viewing the artifacts and obtaining the historical
facts from the museums, the visitors can extend their expe-
riences in the museums by acquiring specific visual infor-
mation about artifacts as well as searching visually similar
artifacts by using the Smart Culture Lens.

V. CONCLUSION
Recent advances in computer vision and machine learning
technology enable to acquisition of information on an object
by simply taking its picture with people’s own smartphones.
In this paper, we developed the Smart Culture Lens to support
an easy and intuitive way to explore the cultural heritage,
through the entire process of converging the AI technology
into the analysis of photographic images of artifacts. In order
to get some information on a cultural artifact, users are simply
required to take a picture of artifacts in a natural environment.

The Smart Culture Lens app is one product from the pro-
cess but many other studies on humanities and design can
be conducted by the same process. If the method employed
in this study is applied to museums, they can not only
provide the typical information about the artifacts but also
discover artifacts information services from a novel point of
view. Although the main purpose of the Smart Culture Lens
was to provide intuitive exploration information, interesting
research topics were obtained from the huge amount of data
prepared in this study and the classification of the visual ele-
ments.What are the visual elements that weremost frequently
used in each period? What is the people’s emotional aspect
connected with each of the visual elements? What are the
visual elements that were used in each region? What are the
visual elements used in the neighboring countries? Objective
and quantitative answers to these questions may be provided
by analyzing the accumulated data by various methods.

There are some limitations to our work. First, in order to
analyze the entire ceramics, e.g., Chinese or Japanese ceram-
ics, we need to expand the classification scheme further.
We have designed a flexible classification scheme, so we
will do this with data augmentation in future studies. Second,
the number of data per category is somewhat small and
imbalanced. As this adversely affects analytical performance,
it will be solved through state-of-the-art technologies such as
data augmentation and few-shot learning later. Finally, our
system is influenced by light conditions of the environment,
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where data augmentation through light simulation could be a
solution.
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