
Received February 22, 2021, accepted March 3, 2021, date of publication March 10, 2021, date of current version March 23, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3065109

An Evolutionary Variable Neighbourhood
Search for the Unrelated Parallel
Machine Scheduling Problem
SALWANI ABDULLAH 1, AYAD TURKY 2, MOHD ZAKREE AHMAD NAZRI 1,
AND NASSER R. SABAR 3
1Centre for Artificial Intelligence Technology, Data Mining and Optimisation Research Group, Universiti Kebangsaan Malaysia, Bangi 43600, Malaysia
2College of Engineering and Science, Victoria University, Melbourne, VIC 3011, Australia
3Department of Computer Science and Information Technology, La Trobe University, Melbourne, VIC 3083, Australia

Corresponding author: Nasser R. Sabar (n.sabar@latrobe.edu.au)

This work was supported by the Universiti Kebangsaan Malaysia under Grant DIP-2016-024.

ABSTRACT This article addresses a challenging industrial problem known as the unrelated parallel machine
scheduling problem (UPMSP) with sequence-dependent setup times. In UPMSP, we have a set of machines
and a group of jobs. The goal is to find the optimal way to schedule jobs for execution by one of the several
available machines. UPMSP has been classified as an NP-hard optimisation problem and, thus, cannot
be solved by exact methods. Meta-heuristic algorithms are commonly used to find sub-optimal solutions.
However, large-scale UPMSP instances pose a significant challenge to meta-heuristic algorithms. To effec-
tively solve a large-scale UPMSP, this article introduces a two-stage evolutionary variable neighbourhood
search (EVNS) methodology. The proposed EVNS integrates a variable neighbourhood search algorithm
and an evolutionary descent framework in an adaptive manner. The proposed evolutionary framework is
employed in the first stage. It uses a mix of crossover and mutation operators to generate diverse solutions.
In the second stage, we propose an adaptive variable neighbourhood search to exploit the area around the
solutions generated in the first stage. A dynamic strategy is developed to determine the switching time
between these two stages. To guide the search towards promising areas, a diversity-based fitness function is
proposed to explore different locations in the search landscape. We demonstrate the competitiveness of the
proposed EVNS by presenting the computational results and comparisons on the 1640 UPMSP benchmark
instances, which have been commonly used in the literature. The experiment results show that our EVNS
obtains better results than the compared algorithms on several UPMSP instances.

INDEX TERMS Machine scheduling problem, genetic algorithm, local search algorithm.

I. INTRODUCTION
Increasing productivity and minimising cost are the most
challenges issues faced by manufacturing companies.
Effectively handling these issues can significantly improve
companies business sustainability. The machine scheduling
problem (MSP) is the most critical task in production plan-
ning and control, which has a direct impact on productivity
and production costs. The main goal is to reduce production
completion times by efficiently allocating all resources in
order to improve customer satisfaction, production costs and
delivery. Due to its importance, application and complex-
ity, MSP has been extensively researched in the literature
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and many variants were introduced [1]–[3]. This article
addresses a particular variant of MSP known as the unre-
lated parallel machine scheduling problem (UPMSP) with
sequence-dependent setup times [4]–[6]. UPMSP schedules
a number of jobs for execution on a group of machines. The
objective is to minimise the schedule’s completion time (aka
the makespan). UPMSP has several real-world applications
such as ceramics plant, mail facilities, semiconductor manu-
facturing, sport tournaments, block erection scheduling in a
shipyard, automobile gear manufacturing process, steel mak-
ing industry, chemical processes, hospital operating rooms
management and human resources [7]–[12].

Due to UPMSP NP-hardness [4], exact algorithms or
mathematical approaches can be computationally infeasible
for large scale UPMSP instances. Meta-heuristics (or
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approximate algorithms), therefore, are widely used to deal
with large scale problem instances [4]. These algorithms are
able achieve good results within acceptable amount of time
[13]–[18]. In the literature, different hybrid meta-heuristic
algorithms that combine two or more algorithms have been
proposed to address UPMSP. Vallada and Ruiz [4] intro-
duced large-scale UPMSP instances and presented a hybrid
meta-heuristic algorithm to solve these instances. Their algo-
rithms combine the genetic algorithm with the local search
method. An enhanced crossover operator was developed for
the UPMSP instances. Cota et al. [19] proposed a heuris-
tic algorithm that uses an iterated local search method and
path relinking algorithm to tackle the UPMSP instances.
Santos et al. [20] investigated the performance of four dif-
ferent local search methods to solve the UPMSP. Generally
speaking, only a few meta-heuristic algorithms have been
applied on UPMSP benchmark instances introduced by [4].
This might be due to these instances’ complexity and size,
which serves as the main motivation for this work to consider
this challenging UPMSP benchmark.

Despite the success of the aforementioned methods on
UPMSP, no single method is able to consistently work
well across all UPMSP problem instances. Furthermore,
large-scale UPMSP instances present a great challenge
to optimisation algorithms. Hence, this work proposes a
hybrid evolutionary variable neighbourhood search (EVNS)
approach to effectively solve large-scale UPMSP instances.
Several new components have been introduced and com-
bined adaptively to handle the large-scale search spaces.
The proposed approach iteratively alternates between two
stages to effectively explore search space and exploit the
areas around the new solution. In the first stage, we propose
an evolutionary descent algorithm that uses a mix of evolu-
tionary operators (crossover and mutation) as an exploration
algorithm to evolve high quality and diverse solutions for
the second stage. In the second stage, an adaptive variable
neighbourhood search is proposed to exploit the area around
the solution generated by the first stage. A dynamic strategy
is proposed to determine the switching time between these
two stages. To guide EVNS towards promising regions in the
search space, we devise a diversity-based fitness function to
decide which area should be visited. The main contributions
of this study are:

1) development of a new hybrid approach to effectively
solve large-scale UPMSP benchmark instances that
combine various algorithmic components in an
adaptive manner.

2) development of an evolutionary descent algorithm that
uses a mix of evolutionary operators to effectively
explore the search space.

3) development of a new diversity-based fitness function
to intelligently guide the search towards promising
areas.

4) development of an adaptive variable neighbourhood
search algorithm that employs different customised
problem specific neighbourhood operators.

TABLE 1. The nomenclature.

5) introducing a dynamic strategy to adaptively switch
between the stages of the proposed hybrid approach.

6) extensive computational experiments were performed
onUPMSP large-scale instances introduced by [4]. The
results demonstrate that our algorithm obtains better
results compared to the state-of-the-art approaches.

The rest of the paper is organised as follows. The
formulation and definition of the UPMSP are discussed in
Section II. The proposed approach is explained in Section III.
In Section IV, we present the experiment settings and the
results. The conclusions and future work are presented in
Section V.

II. PROBLEM DESCRIPTION
This section describes the formulation and definition of unre-
lated parallel machine scheduling problem (UPMSP) [4].
We first present the problem nomenclature.

In UPMSP n and M are denoted as follows: J = {j1,
j2 . . . jn} andM = {m1,m2 . . . mM}. Each j ∈ J is associated
with pjm which depends on the allocatedm. Each j∈ J has Sijm
which depends on the sequence andmwhere i is the sequence
of m. Each m ∈M has S0jm to execute the first job. xijk = 1 if
ji precedes jk onmi; otherwise xijk = 0. The UPMSP allocates
all J into a set ofM unrelated machines such that
• Each j ∈ J is allocated to one machine only and executed
exactly once.∑

j∈M

∑
j∈{0}∪{N }j6=k

xijk = 1 ∀k ∈ N (1)

• Each m ∈M can process only one j at a time and cannot
be interrupted until completing the current j.∑

j∈M

∑
k

∫
Nj6=k

xijk 6 1 ∀k ∈ N (2)

• All jobs must be properly allocated into machines in
a predefined manner. That is if j is allocated to mi,
a predecessor h must exist on the same m.∑
k∈{0}∪{N }h6=kh6=j

xihj > xijk ∀j, k ∈ N j 6= k ∀i ∈ M

(3)

• There are setup times (Sijk ) between jobs allocated to the
same m in which C of jj is greater than ji.

Cik + V (1− xijk ) > Cij + Sijk + Pik j ∈ {0} ∪ {N }

∀k ∈ N j 6= k ∀i ∈ M

V = constant (4)
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FIGURE 1. Flowchart of the proposed approach.

The objective of optimising the UPMSP is to minimise C
of the last job (makespan) [4]:

Cj = Max(rj,Cim + Sijm)+ pjm (5)

III. METHODOLOGY
Hybrid meta-heuristic approaches are known as effective
approaches to deal with hard optimisation problems [21],
[22]. These approaches hybridise various algorithmic com-
ponents in order to obtain the best performance. This work
proposes a new two-stage hybrid meta-heuristic approach
to solve the UPMSP. The proposed approach hybridises
various algorithmic components in an adaptive fashion to
effectively and effectively deal with the search space of
the UPMSP. The proposed two-stage approach works in
an iterative manner where the first one focuses on explo-
ration whereas the second stage tries to exploit the areas
around the explored solution. Both stages work in a col-
laborative manner to effectively explore the solution spaces.
We propose an evolutionary descent algorithm (denoted as
E-DA) as an exploration algorithm (Stage-1) and adaptive
problem-specific operators based on VNS to exploit the areas
around the current solution (Stage-2). To ensure we have
a proper balance between Stage-1 (exploration) and Stage-
2 (exploitation), the approach adaptively alternates between
them based on the search performance and status. For this
purpose, we introduce an effective switching mechanism to
decide which stage should be executed first. A diversity-
based fitness function is proposed to direct the searching
process into promising areas. Figure (1) presents an overview
of our hybrid approach. It has three main components:
(1) Stage-1, (2) Stage-2, and (3) switching mechanisms.

The approach first sets the parameter values and then
generates an initial starting solution. Next, it enters the main
loop in an iterative manner. It first executes Stage-1 (E-DA)
to generate a new diverse solution. Next, it calls Stage-2
(VNS algorithm) to further improve the solution generated by
Stage-1. The proposed approach checks the switchingmecha-
nism of each stage to determine when the current stage should

FIGURE 2. Example of solution representation.

be terminated and the search should move to the other stage.
The proposed approach keeps alternating between Stage-1
and Stage-2 for a specific number of iterations (satisfying
the stopping condition). In this work the search space of our
approach is limited to feasible solutions only. This means any
infeasible solutions generated during the search process will
be immediately discarded.

In the following subsections, we present and discuss in
details the main components and the steps of our approach.

A. PARAMETER SETTINGS
The first step of the proposed approach initialises the value
of parameters. These are:
• The number of solutions (S_No.) - indicate the number
of solutions that will be created by the applied operator.

• The probability of mutating a job (Pm) - represent the
possibility of moving (or swapping) the current job to a
different location.

• The maximum number of iterations (I) - indicate when
the search process will stop.

In this article, the values of the aforementioned parameters
were determined by preliminary experiments. Further detail
is presented in section IV-A.

B. INITIAL SOLUTION
In our approach, each solution is represented by a group of
m arrays. Each array represents the processing order of the
set of jJ allocated to this particular m, as shown in Figure 2.
In this figure, we have three machines (denoted as M1, M2
and M3) and ten jobs (denoted as J1, J2, . . . , J10). From the
figure, we can see that jobs J1, J2, J3 and J4 are assigned to
M1, jobs J7, J8 and J6 are assigned to M2 and jobs J10, J5
and J9 are allocated toM3. The initial solution is constructed
in a random way where all jobs have the same selection
probability of being allocated to machines.

C. STAGE-1
The first stage (Stage-1) of our approach is responsible for
the exploration process. It searches for new areas in the
solution spaces to provide a new solution for the second stage
(Stage-2). To this end, we propose an evolutionary descent
algorithm (denoted as E-DA) as an exploration algorithm
to be used in Stage-1 of the proposed approach. The pro-
posed E-DA uses two solutions as an input (best and current)
and various evolutionary operators (crossover operators and
mutation operators) to navigate different regions of the search
landscape and avoid the local attraction points. In E-DA,
an application of the operator generates S_No. solutions.
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Following the (1 + S_No.) rule, the best solution among
the current solutions and its S_No. is selected as the starting
solution for the next iteration. To avoid revisiting the same
areas or preventing the search from oscillating around an
already explored area, a quality-diversity-based fitness func-
tion is proposed to intelligently guide the evolutionary pro-
cess into a new, yet effective, solution in the search landscape.
We propose a switching mechanism to decide when E-DA
should be terminated and the search should execute Stage-2.
Both evolutionary operators and the quality-diversity- based
fitness function ensures the search is of high quality and pro-
vides a diverse solution for the second stage of the proposed
approach.

The main components of Stage-1 including the decent
algorithm, the evolutionary operators for the UPMSP and
the proposed quality-diversity-based fitness function are
presented in the following subsections.

1) EVOLUTIONARY DESCENT ALGORITHM
The proposed evolutionary descent algorithm (E-DA) is a
single-solution-based algorithm [23]. E-DA uses a set of
evolutionary operators to jump out of the local optimum point
and to effectively navigate the solution spaces. The main
idea of E-DA is that the local optima solution obtained by
the current operator is not necessarily a local optimum for a
different operator and thus using a set of operators instead
of one can help the search to obtain a high-quality solution.
The proposed E-DA begins with a single initial solution,
randomly generated or by a heuristic method, and then tries
to improve it using a set of evolutionary operators applied
in a pre-defined manner. E-DA first randomly makes a list
of evolutionary operators based on the associated probabil-
ity and then applies the first one as long as it can evolve
a better solution. If the current operator cannot generate a
better solution, E-DA will stop using it and will restart the
search using the next operator in the list. E-DA will halt the
search process if the last evolutionary operator in the list has
been called and no further improvement can be achieved.
In this work, the proposed E-DA uses various evolutionary
operators (crossover operators and mutation operators) as
search operators. The pseudocode of E-DA is presented in
Algorithm 1.

2) EVOLUTIONARY OPERATORS
Several various evolutionary operators are implemented as
neighbourhood operators for the evolutionary descent algo-
rithm. The utilised operators (crossover operators and muta-
tion operators) have different characteristics to explore the
search space. Crossover operators evolve new solutions
around the current parent by combining the characteristics
of parent solutions. Mutation operators work as exploration
procedures to introduce diversity into the search process. This
work makes use of the following crossover and mutation
operators:

• Single-Point Crossover: This operator first randomly
select a single point to divide the parent. Then, the group

Algorithm 1: Evolutionary Descent Algorithm (E-DA)
Let K be the number of the evolutionary operators (NS);
Set i← 1;
S0← Generate Initial Solution();
while i < k do

S1← Generates a neighbourhood of S0 using NSi;
if f(S1) < f(S0) then

S0← S1;
i = 1;

end
else

i = i + 1
end

end
Return the best solution

FIGURE 3. Example of a single-point crossover.

of J on the left-side is moved from the parent to the child,
and the other J are allocated in order of their appearance
in the other parent. An example is depicted in Figure 3.

• Two-Point Crossover: Two-point crossover is a gener-
alisation of the one-point crossover wherein alternating
segments are swapped to get new offsprings. Figure 4
shows an example of a two-point crossover.

• Swap Mutation: Two different J are randomly selected
from two different parents and interchanged.

• Shift Mutation: Select a random job and a random target
position, then shift the selected job to the selected target
position.

3) QUALITY-DIVERSITY-BASED FITNESS FUNCTION
In optimisation, the performance of the search algorithm is
evaluated using the so-called fitness function. It compares
the quality of the evolved solution against the current one
and determines whether the new one should be accepted.
It guides the search process in deciding which area should
be visited and which area should be discarded. Most of the
existing fitness functions only use solution quality as an
indicator of the acceptance or rejection of the new solution.
However, in many combinatorial optimisation problems such
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FIGURE 4. Example of two-point crossover.

as the UPMSP, two solutions might have the same quality
but different structures in terms of which jobs have been
allocated to which machines. In such a case, the quality
indicator is not very effective to guide the search process as
it might discard the new solution even if it is located in a
different area in comparison to the current one. To address this
issue, we propose a quality-diversity-based fitness function
for the E-DA algorithm. The proposed fitness function has
two parts: the quality part and the diversity part. The quality
part (f (xnew)) is calculated using Equation (5). The diversity
part (Dis(x, xnew)) uses a matching function to calculate the
difference between two solutions. It counts how many jobs
in both solutions have been allocated to different machines.
The value returned by the count indicates if the two solutions
are similar, close to each other or highly different. A high
count value means the two solutions are very different while
a small value indicates they are very similar. The proposed
fitness function is presented in Equation (6).

Ft = f (xnew)+
1

Dis(x, xnew)
(6)

where f (x) represents value of the new solution xnew.
Dis(x, xnew) refers to dissimilarity count value between solu-
tion x and the new solution xnew. The proposed fitness func-
tion seeks to minimise the quality of the evolved solution
and maximise the difference between the evolved one and the
other solution. A new solution will be accepted if its quality
is better than the previous one and different from the previous
one.

4) SWITCHING MECHANISM
The main purpose of the proposed switching mechanism is
to decide when Stage-1 should be terminated. Once stage-
1 is terminated, the proposed approach calls Stage-2 to further
improve the solution returned by Stage-1. In this work, we use
solution diversity as an indicator of when Stage-1 should
be halted. The diversity indicator starts high and gradually
decreases as the approach progress. This can help the pro-
posed approach to begin with a highly diverse solution at

the early iterations and then a less diverse solution at the
late iterations to allow the search to focus on examining the
neighbourhood areas. The proposed switching mechanism
first calls the diversity indicator to calculate how different the
current solution returned by E-DA is from the initial solution
using the matching function (Dis(xint , xE−DA))) which counts
how many jobs in both solutions have been allocated to dif-
ferent machines. The switching mechanism will be triggered
and Stage-1 will be terminated if Dis is greater or equal to
Ind . Ind is an iteration-based indicator that takes a high value
at the beginning and then gradually decreases based on the
algorithm iteration as follows:

Ind = (Max −Min)
(Maxiter − iter)

Maxiter
+Min (7)

where Min and Max are constants and their values were set
based on the minimum and the maximum diversity between
the current solution and the initial solution (see Section III-
C3). Maxiter is the total number of iterations and iter repre-
sents the current iteration number.

D. STAGE-2
This work proposes a variable neighbourhood search (VNS)
algorithm as an effective exploitation method for the sec-
ond stage of the proposed approach. VNS is a well-known
method for solving difficult combinatorial optimisation prob-
lems [23]. VNS uses more than one neighbourhood operators
to move out of the local minimal. It iteratively alternates
between two procedures known as the shaking procedure and
the local search (LS) procedure until reaching the pre-defined
stopping condition. The shaking procedure provides a new
diverse starting solution for the LS procedure to exploit its
neighbourhood areas. The shaking procedure plays a crucial
role on the algorithm performance as it determines in which
region of the search space the newly generated solution will
be located. This is because the performance of LS procedure
highly affected by the solution provided by the shaking pro-
cedure. To this end, we propose an adaptive VNS that uses
various operators in an adaptive manner to efficiently deal
with UPMSP large-scale instances. The steps of VNS are
given in Algorithm 2.
• Shaking Procedure: This procedure is responsible for
evolving a new solution in the k th neighbourhood of the
current solution. It will be used as a new starting solution
for the LS procedure. A new solution is created through
the application of a neighbourhood operator which per-
turb the current one to generate a new one in the neigh-
bourhood area. The success of VNS is highly affected
by the applied shaking procedure because it guides the
search of local search procedure to exploit new areas
around the current solution. Thus, devising an effective
and efficient shaking procedure can greatly improve the
VNS performance. In UPMSP, different instances have
different characteristics and size. This indicates that a
specific neighbourhood operator suits certain instances
only and might not work well over other instances.
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Algorithm 2: Variable Neighbourhood Search (VNS)
Select the set of neighbourhood structures Nk , k = 1,
. . . , K where K = 5;
Set Stopping condition (I);
S0← Generate Initial Solution();
k ← Neighbourhood operators ();
i← 1;
while Stopping condition is not met do

S1← Shaking(S0, k);
S2← Local search (S1, k[i]);
if S2 has a lower cost value than S0 then

S0← S2
i = 1;

end
else

i = i+ 1
end

end
Return the best solution

To this end, we propose an adaptive shaking proce-
dure to evolve a new solution. It employs five different
neighbourhood operators (described below) in an adap-
tive manner. We first allocate a ranking value for each
neighbourhood operator. Then, based on allocated rank,
an adaptive selection mechanism is used to create a pool
of operators. The adaptive mechanism has two parts:
ranking and selection. For the ranking part, the neigh-
bourhood operators are ranked using the distance met-
ric (D(x, xa)). The D metric counts the percentage of
the object in solution x modified by the current neigh-
bourhood operator compared to the input solution xa.
A high metric value indicates that the generated solution
is placed in a different area. This work uses the quality of
the solution as a secondary metric whereas all solutions
are first ranked based on the distance metrics and then
quality values. That is we prefer a solution that has
high distance metrics and good quality value. For the
selection part, we use the Boltzmann selection mecha-
nism. In this mechanism, a neighbourhood operator a
at iteration i is chosen based on a probability from the
Boltzmann distribution:

P(ai) =
expQ(a)/t∑n
i=1Q(a)i

(8)

where n = 5 refers to the number of neighbourhood
operators. t represents the temperature. If t = 0 the
selection process will be greedy, while the high value
will make it equiprobable. We set the initial t value to
50% of the value of the initial solution. This will be
updated during the search using a decay rate of 0.08.
Using the Boltzmann selection mechanism a neighbour-
hood operator will be applied to evolve a new diverse
solution. In this work, the new solution will be used in
the second procedure regardless of its quality.

• Local Search (LS) Procedure: In this procedure,
the solution produced by the shaking procedure is fur-
ther improved. We first randomly create a sequence
of neighbourhood operator. The local search procedure
applies the first neighbourhood operator in the list as
long as it generates a better solution. It applies the next
neighbourhood operator in the list if the current one
cannot generate a better solution. If we get an improve-
ment, LS returns to the first neighbourhood operator and
updates the best known value. LS procedure stops if the
last neighbourhood operator in the list has been applied
without any improvement.

The utilised neighbourhood list contains a pool of
problem-specific neighbourhood operators. These opera-
tors evolve neighbourhood solutions by modifying the cur-
rent one, while respecting problem constraints. Various
neighbourhood operators that complement each other have
been used. A set of problem-specific neighbourhood oper-
ators were implemented and customised to exploit problem
knowledge. These operators are:
• Shift: A solution is generated by randomly rescheduling
a job to another position on the same machine. Figure 5
gives an example of this operator.

• Two-Shift: A solution is constructed via randomly
rescheduling two jobs to other positions on the same
machine. An example is shown in Figure 6.

• Switch:A solution is constructed by randomly swapping
the order of two different jobs allocated to the same
machine. An example is shown in Figure 7.

• TaskMove:A solution is generated by randomly moving
a job from one machine to a random target machine.
An example is provided in Figure 8.

• Swap: A solution is generated by randomly swapping
two different jobs allocated to two different machines.
An example is given in Figure 9

1) SWITCHING MECHANISM
The main purpose of the proposed switching mechanism is
to determine when Stage-2 should be terminated. If Stage-
2 has been terminated, the proposed approach will call
Stage-1 to perform the exploration step. In this work, the
switching mechanism of Stage-2 will be triggered if the best
found solution cannot be further improved for 10 consecutive
iterations.

IV. EXPERIMENT RESULTS
In this section, the experimental setup is presented, followed
by the results of applying the proposed approach to a set of
UPMSP benchmarks. The results of the proposed approach
are compared against algorithms from the literature and tested
for statistical significance.

A. EXPERIMENT SETUP
This work uses the UPMSP benchmark instances proposed
by [4] in the experimental test. This benchmark involves
1640 instances (40× n× k). These instances are categorised
based on the number of jobs n ∈ {6, 8, 10, 12, 50, 100, 150,
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FIGURE 5. Example of a shift neighbourhood operator.

FIGURE 6. Example of a two-shift neighbourhood operator.

FIGURE 7. Example of a switch neighbourhood operator.

FIGURE 8. Example of a task move neighbourhood operator.

FIGURE 9. Example of a swap neighbourhood operator.

200, 250} and machines k ∈ {2, 3, 4, 5, 10, 15, 20, 25, 30}.
In small-scale group n≤ 12 and k ≤ 5 whereas in large-scale
instances n ≥ 50 and k ≥ 10. The processing times is set
in the range between 1 to 99. The setup times are set into
four values uniformly distributed as follows: 1) {1, . . . , 9},
2) {1, . . . , 49}, 3) {1, . . . , 99}, and 4) {1, . . . , 124}. The
relative percentage deviation (RPD) is used to evaluate the
solutions which is presented in Equation 9. For more detail,
please refer to [4].

RPD = 100×
M_solution− BK_solution

BK_solution
(9)

where M_solution is the value of solution returned by
the proposed approach and BK_solution is the best known
solution.

B. PARAMETER SETTINGS
The proposed approach has five parameters. To set the param-
eters, a preliminary test is carried out to select the most
appropriate value for each one. Several parameter values were

TABLE 2. The parameter values of the proposed approach.

combined for each one to choose the most effective values
[24]. Specifically, we have randomly selected 10 different
instances from each group for the parameter tuning purpose.
We tuned the parameters one by one by using various values
for each parameter, while keeping the other parameters fixed.
Taking into consideration the computational time and solu-
tion quality, the average value of each parameter was selected.
The selected values are shown in Table 2.
For a fair comparison, we used the time limits proposed by

[4] as our stopping condition as follows:

stoppingcond = n× (
m
2
)× t (10)
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TABLE 3. Consecutive non-improving parameter results.

where n represents the total number of jobs and m is the total
number of machines in a given instance to be solved. t is set
to 10, 30 and 50 based on the instance size. The stoppingcond
is used as a total running time in milliseconds.

For the consecutive non-improving iterations of Stag-2
parameter, we have tested different number of iterations: 5,
10,15,20 and 25. The results in term of the relative percentage
deviation (RPD) are reported in Table 3. Based on the compu-
tational time and RPD values, 10 iterations perform the best
overall instance.

C. NUMERICAL RESULTS
In this section, we first investigate the impact of the developed
components on the performance of our approach and then
compare the obtained results against the algorithms from the
literature.

1) EFFECTIVENESS EVALUATION
The results of the proposed approach (denoted as EVNS)
are compared with three different variants. The purpose is
to examine the effectiveness of the developed components
to the variable neighbourhood search method. The following
variants and algorithms are used in the comparison.
• VNS: Variable neighbourhood search method only.
• EVNSWDS: Evolutionary variable neighbourhood
search method without switching mechanism.

• EVNS: Evolutionary variable neighbourhood search
method with switching mechanism.

The computational results and comparisons of the above
variants are provided in Table 4. The variants are compared
in terms of the average RPD obtained by each algorithm for
different instance sizes. Values shown in bold font indicate
the best achieved results. A close scrutiny of Table 4 demon-
strates that the proposed EVNS outperforms other variants in
all instances. This is because of the use of evolutionary oper-
ators and the switching mechanism improved the exploration
and exploitation and helped EVNS in maintaining solution
diversity during the search process.

2) COMPARISON WITH ALGORITHMS FROM THE
LITERATURE
The results obtained by our proposed EVNS for all instances
are presented and compared with the following algorithms
that have been published in the literature:
• Genetic algorithm (GA) [4].
• Heuristic algorithm (AIRP) [19].

TABLE 4. The results of EVNS compared to VNS and EVNSWDS.

• Simulated annealing (SA) [20].
• Iterated local search (ILS) [20].
• Late acceptance hill-climbing (LAHC) [20].
• Step counting hill-climbing (SCHC) [20].
The stopping condition of EVNS is fixed same as GA,

AIRP, SA, ILS, LAHC and SCHC which is defined in Equa-
tion (6) as the maximum execution time limits. To ensure
a fair comparison between EVNS and GA, AIRP, SA, ILS,
LAHC and SCHC, the total time limits are scaled down
using PassMark software. It should be noted that, up to
our knowledge, only the above algorithms have been tested
on the utilised UPMSP benchmarks. We suspect it might
be due to the instance complexity, the number of instances
(1,640 instances) and the instance size.

Our obtained results and the compared algorithms from the
literature are provided in Table 5. The results are compared
based on the average RPD obtained by each algorithm for dif-
ferent instance sizes, where the lower the better. In the table,
the values in bold font indicate the best results obtained by
one of these algorithms. In Table 5, the first column (denoted
by n) represents the number of jobs, whereas the second
column (denoted by k) represents the number of machines
in each instance. Each value of n has been combined with
different values of k indicated by one row. The different
values of n show the instance difficulty, where the higher
values are more difficult than the small ones. From the results
in Table 5 we can make the following conclusions:
• For n = 6, our proposed algorithm (EVNS), is either
better than others on all k values or obtained the same
results as others. Specifically, EVNS is better than GA,
AIRP, SA, ILS, LAHC and SCHC on 3, 4, 4, 4, 1 and
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TABLE 5. Average RPDs of the compared algorithm for UPMSP instances.

2 instances, respectively. For other instances, EVNS
obtained the same results.

• For n = 8, our results are better than other algorithms
on all instances of k = 2,3,4,5. EVNS also achieved
the same best results compared to AIRP and LAHC for
k = 2, 3, and 5.

• For n= 10, EVNS is outperformed GA, SA, ILS, LAHC
and SCHC on all k values. For AIRP, EVNS obtained
the same results for three instances and better on one
instances.

• For n = 12, our results are better on two instances
and very competitive on two instances. If we examine
individual comparison, EVNS is better than GA, SA,
ILS, LAHC and SCHC.

• For n = 50, EVNS is achieved better results than GA,
AIRP, ILS, LAHC and SCHC on all k values. Only SA
is slightly better than EVNS when k = 30 where EVNS
results is 1.64 while SA 1.63.

• For n = 100, our results are better than GA, AIRP, ILS,
LAHC and SCHC on all k values. Only when k = 30,
SA is slightly better than EVNS, where EVNS results is
2.17 while SA 2.13

• For n = 150, EVNS results are better than GA, ILS,
LAHC and SCHC on all instances. EVNS is also better

TABLE 6. Statistical test results of EVNS, GA, AIRP, SA, ILS, LAHC and
SCHC.

than SA on three instances and obtained the same results
on two instances.

• For n = 200, EVNS outperformed GA, AIRP, SA, ILS,
LAHC and SCHC on all instances.

• For n = 250, EVNS is better than all considered algo-
rithms (GA, AIRP, SA, ILS, LAHC and SCHC) on all
instances.

It should be noted that the executions time of all algo-
rithms is the same as calculated by Equation (6). From the
above, we can see that EVNS is very effective and efficient
in solving UPMSP benchmark instances. One can also see
that the performance of our algorithm is highly effective on
large-scale instances, where it achieved better results when n
increases. This clearly justifies the benefit of the proposed
two stages in dealing with large and difficult search space
by alternating between different search procedures. The good
performance can also be attributed to the use of various
evolutionary operators that help to navigate diverse areas in
the search landscape. These results are also verified by the
statistical test as shown in the next section.
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D. STATISTICAL SIGNIFICANCE
The results presented in the previous subsection showed an
advantage of EVNS over the remaining tested algorithms.
In order to further verify these promising results, we also
performed the Wilcoxon statistical test using 0.05 as a sig-
nificance level. The results of the statistical test are shown
in Table 6. A symbol S+ means EVNS is statistically better
than the compared algorithms, symbol S = means it is
equal, while a symbol S− means no significant difference
between the algorithms. As shown in Table 6, EVNS is
significantly outperforming the compared algorithms onmost
of the instances.

E. DISCUSSION
The numerical results presented in Table 5 demonstrated
that the proposed EVNS obtained better results than other
algorithms that were presented in the literature. The con-
ducted statistical tests reported in Table 6 also supported
these results. The good performance obtained by the proposed
EVNS, we believe, can be attributed to the following features:
• The ability of the proposed EVNS in using a two-stage
approach to strike a balance between exploration and
exploration processes. By alternating, during the solving
process, between the two different stages, the proposed
EVNS can deal with various instances of different sizes
and complexities.

• The ability of the proposed evolutionary framework to
explore new regions in the search space. By utilising var-
ious crossover operators andmutation operators, the pro-
posed EVNS can escape from the local optima points
and jump into unexplored regions.

• The ability of the developed adaptive variable neigh-
bourhood search algorithm in choosing, for each
instance, different neighbourhood operators. By using,
for each case, a diverse list of neighbourhood opera-
tors, the proposed EVNS can handle the changes that
might happen during the solving process and effectively
exploit the areas around the new solution.

• The ability of the proposed dynamic strategy to deter-
mine the switching time between the two stages.
By using an active approach, the proposed EVNS can
provide a new good starting solution for the second
stage to exploit its neighbourhood areas instead of
constructing a new one from scratch.

• The ability of the proposed fitness function to guide
the solution update process that takes into account the
diversity and fitness of each solution. By using diversity
and fitness metric, the proposed EVNS can guide the
search to avoid basin attraction points and generate a
high-quality solution.

V. CONCLUSION
This article proposed a new hybrid approach for the
unrelated parallel machine scheduling problem with
sequence-dependent setup times. The proposed approach
integrates a two-stage variable neighbourhood search method

into the evolutionary framework. In the first stage, we pro-
posed an evolutionary descent algorithm that utilises various
crossover operators and mutation operators to explore the
search space. In the second stage, we proposed an adaptive
variable neighbourhood search to exploit the area around cur-
rent solutions. A dynamic strategy to determine the switching
time between these two stages and a diversity-based fitness
function were proposed to guide the search towards promis-
ing areas. The competitiveness of our proposed algorithm
was evaluated using 1640 benchmark instances which have
been commonly used in the literature. The experiment results
confirmed that the proposed approach can obtain results
that are much better than those obtained by the state-of-the-
art algorithms. In particular, the proposed approach outper-
formed the state-of-the-art algorithms on all tested instances.
In future work, we intended the evaluate the effectiveness
of the proposed approach on other challenging optimisation
problems such as vehicle routing problem and timetabling
problem.
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