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ABSTRACT The development of highly efficient models of Photovoltaic (PV) cells and modules is essential
for optimized performance, evaluation and control of solar PV systems. The accurate estimation of PV
cells parameters is a challenging task because of their non-linear characteristics. In this paper, an improved
variant of Flower Pollination Algorithm (FPA) is proposed for accurate estimation of PV cells and modules
parameters. The proposed algorithm involves double exponential based dynamic switch probability and a
dynamic step size function that mitigate the limitations of conventional FPA. The dynamic switch probability
improves the overall performance of algorithm by maintaining a balance between local and global search,
while dynamic step function controls the search speed which avoids premature convergence and local optima
stagnation. Moreover, Newton Raphson Method is utilized for accurate computation of estimated current
for optimum set of estimated parameters. The proposed methodology is evaluated using seven benchmark
functions and three case studies; 1- RTC France silicon PV cell, 2- Photo-watt PWP-201 PV module and
3- a practical solar PV system (EAGLE PERC 60M 310W monocrystalline PV module) under different
environmental conditions by estimating parameters for single and double diode models. The analysis of
results indicates that, the proposed approach improves the convergence speed, precision, avoids premature
convergence and stagnation in local optima of conventional FPA. Furthermore, comparative analysis of
results illustrates that, the proposed approach is more reliable and efficient than many other techniques in
literature.

INDEX TERMS Dynamic switch probability, flower pollination algorithm, parameter extraction problem,
single and double diode models.

I. INTRODUCTION
Depleting conventional energy resources, increasing prices
of fossil fuels and environmental threats have reduced the
production of electrical energy. To overcome these issues,
researchers are concerned to produce electric energy by using
Renewable Energy Sources (RES) including solar, wind,
biomass, tidal, hydro and geothermal [1]. Solar energy is
considered as the best source to solve this issue due to
its wide availability [2]. Photovoltaic (PV) systems do not
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require any fuel, moving parts of machinery and lubrication
hence, its operational [3] and maintenance cost [4] is almost
zero. Moreover, no greenhouse gas production as PV system
directly converts solar energy into electric power.

A PV system is comprised of a series or parallel combina-
tion of various PV cells to produce required electric energy
[5]. To increase the efficiency of a PV system or to under-
stand the non-linear current-voltage (I-V) behavior of a solar
PV system under changing environmental circumstances,
an accurate modelling of PV cells or modules is essential
and is a hot research topic these days [6], [7]. The studies
pertaining to PV cell modeling generally performed in two
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steps: At first, an electrical equivalentmathematicalmodeling
of PV cell/module is performed which may be based on sin-
gle or multi diode model to accurately imitate the behavior of
a PV cell ormodule [7]–[9].Many researchers haveworked to
improve PV models using different approaches [10]. In [10],
five parameter single diode PV model has been proposed
which analytically depicts I-V and P-V behavior of PV mod-
ule and its effects on maximum power point (MPP), short
circuit current (Isc) and open circuit voltage (VOC ) in different
environmental conditions. Five accurate PV model parame-
ters are based on nine coefficients. The second step is the
selection of an effective computational intelligence approach
(CIA) to estimate electrical equivalent model parameters of
a PV cell or module. These techniques are broadly classified
in two categories (1) analytical approaches (2) metaheuristic
techniques [11]. Analytical approaches use datasheets pro-
vided bymanufacturers to formulate functions [12]. These are
not suitable for complex problems due to their complex math-
ematical formulation. These approaches do not give accurate
results due to the need of approximations in calculations and
dependency of equations on each other [13]. Metaheuristic
techniques works by converting any problem into an opti-
mization problem. These are more suitable to solve complex
multimodal problems just like PV parameter estimation prob-
lem as they are efficient and require less information about
initial conditions. Moreover, these techniques are reliable,
simple and robust. Many techniques including Genetic Algo-
rithm (GA) [14], Bacterial Foraging Algorithm (BFA) [15],
Simulated Annealing (SA) [16], Particle Swam Optimization
(PSO) [17], Harmony Search (HS) [18], Pattern Search (PS)
[19], Artificial Bee Swam Optimization (ABSO) [20], Bird
Mating (BM) [21], Differential Evolution [22], Cat Swarm
Optimization (CSO) [23], Teaching Learning based ABC
(TLABC) [24] and Salp Swarm Algorithm (SSA) [25] have
been utilized for PV parameter estimation problem to find
an optimal solution during an iterative process. However,
such population-based algorithms have certain shortcomings
for a complex and multi-modal problem like parameter esti-
mation, GA is less accurate and more complex due to the
selection of chromosomes from initial population [14], PSO
is computationally fast but can converge prematurely [17]
while SA requires absolute care in order tomatch temperature
and cooling programs [16]. In [15], BFA is employed for
parameter estimation of PV cell/module, it gives optimum
results and undergoes fast convergence but involvement of
many optimization parameters makes it more complex and
requires more computational efforts. In [22], two diodemodel
parameters of PV module are estimated for six modules
(monocrystalline, multi-crystalline, thin film) using penalty
based differential evolution which requires a smaller number
of control parameters, improved accuracy of solutions and
improved convergence rate but still needs some improve-
ments. In [23], CSO has been used for parameter estimation
of single and double diode model of PV cell and module.
In [24], teaching learning operators are incorporated in ABC
algorithm for the estimation of PVmodel parameters. In [25],

SSA is an algorithm proposed for the parameter estimation of
solar cell.

In 2012, Yang has proposed a new metaheuristic tech-
nique inspired by the pollination behavior of plants named
Flower Pollination Algorithm (FPA) [26]. Its search mech-
anism is composed of biotic (global search) and abiotic
(local search) pollination process. Due to its simple imple-
mentation and small number of controlling parameters it
has been applied to many optimization applications [27].
However, like other metaheuristic algorithms FPA also have
some limitations such as slow convergence at later stage of
optimization algorithm, insufficient convergence proof and
easily being trapped in local optima. To solve these issues,
many researchers have proposed modified variants of FPA or
had hybridized FPA with other algorithms [27]. In [28], Bee
Pollinator Flower Pollination Algorithm (BPFPA) has been
implemented on single and double diode models for param-
eter estimation problem by calculating currents of single and
double diode models using an analytical approach while all
other parameters are obtained using BPFPA in order to guar-
antee convergence to global optimum. In [29], FPA has been
hybridized with Nelder Mead (NM) Simplex method and
generalized opposition-based learning mechanism in order
to improve convergence speed, stability and giving accu-
rate results for parameter estimation problem. In [30], FPA
has been hybridized with Clonal Selection Algorithm (CSA)
to obtain better curve fitting and more accurate results for
parameter extraction problem. In [31], [32], dynamic switch
probability has been used to create balance between local and
global search with p = 0.6 as an initial value. These papers
do not briefly explain the effect of proposed methodology. In
[33], local search ability is being improved by introducing a
scaling factor through cloning method and switch probability
is taken as 0.8 without any explanation. In [34], proposed
methodology improves exploitative ability of FPA by intro-
ducing scaling factor and avoid local optima stagnation. This
methodology is utilized for economic load dispatch problem.
In [35], modified version of FPA have been used for opti-
mal power flow problem. Proposed modification improves
convergence speed by removing probability switch parameter
and combining local and global search equations along with
using opposition-based points as starting solutions. None of
the modified versions of FPA have been used to solve param-
eter estimation problem because it is a complex multimodal
problem.

The comprehensive review of literature shows that many
researchers [36]–[41] have put their efforts in avoiding pre-
mature convergence, slow convergence rate and local optima
stagnation problems of conventional FPA but they failed to
prove efficient for parameter estimation problem because it
is very sensitive due to minor changings in RMSE. All these
variants improve performance of FPA with different search
strategies but still FPA has a room for further improvements.
Switching between global and local search is being carried
out by switch probability (p) parameter and it is a user defined
control parameter. It is usually taken as constant in standard
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FPA but this paper is focusing on non-stationary switch prob-
ability. Constant probability value varies for every problem
between [0,1] so it requires a hit and trial method to find
out the suitable value of probability for a specific problem.
Double exponential function with improved performance
index function depending upon number of iterations has been
used to improve search probability which is decrementing
exponentially from higher value (causing global search) to
smaller value (causing local search). Moreover, another con-
trolling parameter proposed in [42] is the step function which
describes the length of move of pollinators/search agents. As,
one of the searching agents decided to move from one place
to another then it must decide the length of its move. The
step function provided in [42] is based on a user defined step
size that could be between [0,1]. The step function used in
this paper is also dynamic as its difficult to find the appro-
priate step size for a specific application. So, the step size
proposed in this paper is made problem dependent. Initially,
step size function starts searching with large step sizes which
improves intensification around the found region and ended
up to give optimal value by exponentially decreasing step size
depending upon number of iterations. The obtained value of
step function is introduced in updating position equations for
global and local search of conventional FPA. Convergence
speed has been improved along with balanced local and
global search using exponential functions. In this paper, two
modifications of FPA are proposed: dynamic switching prob-
ability and introducing step function in conventional FPA.
The improvements made in conventional FPA solves the pre-
mature convergence problem, avoid local minima trapping,
slow convergence rate problem and then it creates a balance
between global and local search.

This paper proposes a double exponential weight dynamic
switch probability with exponential step size function FPA
for parameter estimation of single and double diode models
of PV cell, module and a practical system. The major contri-
butions of this paper are listed as:

1. An improved variant of FPA is proposed to have fast
convergence rate, avoids premature convergence and
trapping in local optima hence providing accurate and
optimal results for parameter estimation problem.

2. Accurate estimation of currents for best obtained
parameters are calculated using Newton Raphson
Method (NRM).

3. Proposed variant of FPA is validated using 4 unimodal
and 3 multimodal test functions and three cases for
parameter estimation problem: 1) RTC France silicon
solar cell, 2) Photo-watt PWP201 PV module and 3) a
practical test system having Eagle Perc 60M (310W)
monocrystalline PV module under real environmental
conditions.

4. The effectiveness of proposed approach is carried out
by comparing obtained results and statistical analysis
with the results of techniques available in literature.

FIGURE 1. Electrical equivalent circuit of PV cell for single diode model.

The remaining paper is organized as follows: Section 2
illustrates Mathematical formulation of PV model. Section 3
presents problem and objective function formulation.
Section 4 emphasizes on proposed approach to solve this
parameter estimation problem. Section 5 demonstrates opti-
mal results obtained for benchmark functions and parame-
ter estimation problem using proposed approach and their
comparison with different state of art algorithms. Finally,
conclusion is presented in Section 6.

II. PV MODELLING
Single diode and double diode models are generally used by
many researchers for PVmodeling [8], [9], [18]. Single diode
model comprises of five indefinite parameters while double
diode model comprises of seven indefinite parameters and
is relatively more complex in comparison with single diode
model but it provides more accurate results. In this paper both
single and double diode PV models are used for performance
evaluation of proposed technique and the obtained optimal
results are compared with various other techniques available
in literature.

A. SDM MODELLING
Equivalent electrical circuit of a PV cell using single diode
model is given in Fig. 1. It can be observed from this fig-
ure that Iph, Irs,Rs, Rp and n are the five associated parame-
ters to be estimated and the output current I is calculated by
applying KCL, [43]:

I = Iph − Id − Ip (1)

where, I is the output terminal current, Iph depicts photogen-
erated current, Id shows diode current and Ip is the parallel
resistor current. The diode current Id is given by Shockley
equation is:

Id = Irs ×
[
exp

(
q× (V + IRs)
n× k × T

)
− 1

]
(2)

where, Irs is the reverse saturation current, Rs is the series
resistance, V presents terminal voltage, n is called ideality
factor, q represents electronic charge (1.60217646 ×10−19

C), T represents temperature in kelvin, k is called Boltzmann
constant (1.3806503 ×10−23 J/K).
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FIGURE 2. Electrical equivalent circuit of PV cell for double diode model.

By putting Vt = k × T/
q in (2):

Id = Irs ×
[
exp

(
(V + IRs)
n× Vt

)
− 1

]
(3)

Ip =
V + IRs
Rp

(4)

Substituting (3) and (4) in (1) gives:

I= Iph − Irs ×
[
exp

(
(V + IRs)
n× Vt

)
− 1

]
−
V + IRs
Rp

(5)

B. DDM MODELLING
Equivalent electrical circuit of a PV cell using double diode
model is given in Fig. 2. It can be observed from this fig-
ure that Iph, Irs1, Irs2Rs, Rp, n1 and n2 are the seven associ-
ated parameters to be estimated and the output current I is
calculated by applying KCL [43]:

I = Iph − Id1 − Id2 − Ip (6)

I = Iph − Irs1 ×
[
exp

(
(V + IRs)
n1 × Vt

)
− 1

]
− Irs2 ×

[
exp

(
(V + IRs)
n2 × Vt

)
− 1

]
−
V + IRs
Rp

(7)

where n1, n2 are called ideality factors while Irs1 and Irs2 are
reverse saturation currents of diode 1 and diode 2.

This model gives more accurate results than single diode
model because it involves two diodes. Second diode repre-
sents loss due to recombination [44], but it is computationally
complex. Single and double diode equivalent circuits repre-
sent behavior of a PV cell. Solar modules are series or par-
allel combination of PV cells. Both single and double diode
models are used to mimic behavior of PVmodule with a little
variation in (5) and (7) as Vt = NskT

/
q [45].

III. PROBLEM FORMULATION
Parameter estimation problem is considered as an optimiza-
tion problem and is solved by estimating the parameters for
single and double diode models so that the obtained I-V curve
is in approximation with the experimental I-V curve under
same operating environmental conditions. The difference
between estimated I-V data and experimental data should
be minimum and this difference is calculated using different

performance indexes like: Absolute Error (AE), Mean Abso-
lute Error (MAE), Sum Squared Error (SSE), Root Mean
Square Error (RMSE) and so on [20], [46]. These perfor-
mance indexes are called as Objective Function (OF) that
determines the degree of correspondence between measured
and experimental I-V data. In this paper, the selected OF is
the RMSE given in (8) which should have a minimum value
and it is restricted by the bounds of estimated parameters as
provided in Tables 1 and 2.

RMSE (Xo) =

√√√√ 1
N
×

N∑
i=1

[
(Imeasured − Icalculated )2

]
(8)

where N presents the number of experimental I-V pairs, Xo
denotes set of estimated PVmodel parameters, Imeasured is the
experimental data of PV cell or module and Icalculated is the
estimated current obtained using Newton Raphson Method
(NRM) at the best estimated set of parameters for single and
double diode models.

Experimental I-V data for single and double diode models
is obtained from [47], for each pair of I-V, current is estimated
using (9) and (10) for single and double diode models respec-
tively as:

I = Iph − Irs ×
[
exp

(
(V + IRs)
n× Vt

)
− 1

]
−
IRs + V
Rp

(9)

I = Iph − Irs1 ×
[
exp

(
(V + IRs)
n1 × Vt

)
− 1

]
− Irs2 ×

[
exp

(
(V + IRs)
n2 × Vt

)
− 1

]
−
V + IRs
Rp

(10)

f (V , I ,Xo) = Iph − Irs ×
[
exp

(
(V + IRs)
n× Vt

)
− 1

]
−
V + IRs
Rp

− I (11)

Xo =
{
Iph,Rs, I rs,Rp and n

}
(12)

f (V , I ,Xo) = Iph − Irs1

[
exp

(
(V + IRs)
n1 × Vt

)
− 1

]
− Irs2

[
exp

(
(V + IRs)
n2 × Vt

)
− 1

]
−
V + IRs
Rp

− I (13)

Xo =
{
Iph,Rs, Irs1,Rp, n1, I rs2, n2

}
(14)

These equations do not work with explicit solutions so, in this
paper NRM is utilized to resolve this problem.

These equations are solved by NRM given in Fig. 3 for
f (V , I ,Xo) = 0, The method also requires derivative equa-
tions for single and double diode models respectively as
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TABLE 1. Parameter boundary values for single diode model.

TABLE 2. Parameter boundary values for double diode model.

FIGURE 3. Flowchart of NRM method.

shown in (15) & (16) during consecutive iterations:

df (V , I ,Xo)
dI

= −

 Irs × Rs ×
[
exp×

(
(IRs+V )
n×Vt

)]
n× Vt


−
Rs
Rp
− 1 (15)

df (V , I ,Xo)
dI

= −

 Irs1 × Rs ×
[
exp×

(
(IRs+V )
n1×Vt

)]
n1 × Vt


−

 Irs2 × Rs ×
[
exp×

(
(IRs+V )
n2×Vt

)]
n2 × Vt



−
Rs
Rp
− 1 (16)

A stopping criterion of f (V , I ,Xo) < 10−10 is applied to add
more accuracy in estimation of PVmodel parameters without
increasing computational cost. Table 1 contains boundary
limits for one diode models [8] while Table 2 contains bound-
ary values for two diode models [8].

IV. FLOWER POLLINATION ALGORITHM
A. BASIC FPA
FPA was proposed by Yang [26] and it mimics the behavior
of flower pollination process that involves transfer of pollens
through pollinators. The only controlling parameter in con-
ventional FPA is a probability factor p, which switches from
0 to 1 to decide for local or global process of pollination [26].
Pollination process takes place in two ways: Self-pollination
and Cross-pollination. The process in which pollens are trans-
ferred to different plants is called Cross-pollination while in
Self-pollination pollens are transferred within same plants.
Similarly, the carriers that cause the pollination process are
also of two types. One of the carriers of pollens is the wind
which transfers pollens within flowers, this is called abiotic
pollination. The other method of transferring pollens is called
biotic pollination which is carried out through insects, birds
and animals. Some species only go to specific plants in order
to increase the production of same plants e.g., honeybees it
is called flower constancy. The flower pollination process is
based on survival of the fittest theory to produce optimum
number of plants. Following are the rules that are developed
to mimic the behaviour of FPA as:
Rule 1: Global pollination process is carried out by biotic

and cross-pollination, and the pollinators can fly so long
obeying levy flight.
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Rule 2: Self-pollination and abiotic can be regarded as local
pollination.
Rule 3: Flower constancy is similar to reproduction prob-

ability which is proportional to degree of correspondence
between involved flowers.
Rule 4: A parameter called switching probability which

decides about switching between local and global search. The
value of this switching factor may vary from 0 to 1.

FPA starts with randomly generated solutions then local
and global search operators update solutions iteratively [26].
If new solution is better than old one, it is replaced with new
one otherwise it is discarded.

B. MATHEMATICAL MODELLING OF FPA
The mathematical modelling of FPA is provided in following
steps:

Rule 1 and Rule 3 combined to give global pollination
process [26]

X t+1i = X ti + L
(
X ti − g

∗
)

(17)

L =
λ0(λ)sin

(
5λ
/
2
)

5

1
s1+λ

, (s� so > 0) (18)

where, X ti represents the Xi solution at iteration number t,
L mimics the Levy flight distribution feature because search
agents took long steps to move from one place to other and its
value should be L > 0, g∗ represents the best solution from
the present population in (17), s represents the step size of a
Levy flight. Its value is calculated using Mantegna algorithm
and given by (18) [26], where λ is set to 1.5 in this equation
and 0() is a gamma function and [26].
Rule 2 and 3 combined to give local pollination process

[26].

X t+1i = X ti + ε
(
X tj − X

t
k

)
(19)

where X tj and X tk are two random chosen solutions from a
given set of solutions and ε is a random number varies from
0 to 1.

C. PROPOSED FPA
Switch probability switches pollination method between
local and global pollination in conventional FPA. So, the con-
vergence rate between local and global optimal solution can
be controlled by this parameter and its value varies between
(0,1). At lower values of p, the search strategy of algorithm
is more prone towards local pollination which makes the
solution being trapped in local optimum hence, it becomes
difficult to converge at global solution. At higher values of
p, position of search agents is more likely to be updated by
global pollination equation which is affected by Levy flight
distribution mechanism. Solution obtained by this is not so
accurate because it does not allow search agents to gather
around optimal value. So, the purpose of optimization is not
achieved properly. To resolve this problem of FPA, a dynamic
switch probability is proposed in this paper to obtain global
optimal solution.

This paper presents double exponential-based switch prob-
ability with improved function of performance index which
is non-linear and decreasing exponentially depending on the
relationship between current iterations and maximum num-
ber of iterations. At smaller number of iterations, switch
probability initially has maximum value causing global
search. It avoids the solution being caught in local optima
and fasten the convergence rate. At higher values of iteration
switch probability has decreased to lower values causing local
search which increases the convergence rate around opti-
mal solution and improves convergence accuracy. Proposed
switch probability function is shown in (20) as:

p(t+1) = exp(−exp (−R) (20)

R = pmax −
(
(pmax − pmin)

Niter

)
× t (21)

where, R presents performance index computed for every
search agent at each iteration.Niter is themaximumnumber of
iterations, t represents current iteration, pmax and pmin are the
maximum and minimum values of basic probabilistic value.
Their values are taken as pmax = 1 and pmin = 0. At initial
values of iterations, the proposed search strategy provides
good exploration rate for search agents to exploremore search
space. At later values of iterations, lower values of p provide
good precision in exploitation phase.

Moreover, in order to control the search speed, a dynamic
step size function is also introduced in FPA along with previ-
ous modification. This user defined dynamic step size func-
tion given in [42] is decreasing exponentially with iterations
to increase search accuracy around specified regions as:

stepsizet+1 = stepsizet − e
−
t/(t + 1) × ∅stepsize × stepsizet

(22)

where, t is the current iteration, ∅stepsize is a user defined step
size between (0,1) which controls the decrement speed of
a function. Its larger values fasten the speed of decrement
and lower values slower down the decrement speed. Value
of ∅stepsize is obtained by hit and trial method to find the
best value of step size to obtain optimal solution for specific
optimization problem. This value could be different for dif-
ferent optimization problems, the fixed user defined step size
requires computational effort to find optimum step size hence
increases computational effort however, an inappropriate step
size led to non-optimal solution. So, in this paper a new
modification in (22) is proposed which makes step size as
problem dependent rather than a user defined step size.

The modified form of (23) is given as:

stepsizet+1 = stepsizet − e
−
t/(t + 1) ×

1
Niter
× stepsizet

(23)

where, Niter is the maximum number of iterations. Now the
position of search agents for global or local search as given in
(24) and (25) respectively are being updated depending upon
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TABLE 3. Characteristics of benchmark functions.

the two modifications made in this paper as and the flowchart
of proposed methodology is given in Fig. 4.

Global search,

X t+1i = X ti + L
(
X ti − g

∗
)
× stepsizet (24)

Local search,

X t+1i = X ti + ε
(
X tj − X

t
k

)
× stepsizet (25)

V. RESULTS AND DISCUSSION
The performance of proposed technique is first evaluated
using seven standard benchmark functions to obtain optimal
solution and the characteristics of these benchmark functions
is given in Table 3 [48]. Among the selected benchmark
functions F1-F4 are unimodal while F5-F7 are multi-modal.
Afterwards, the proposed FPA is applied on three case stud-
ies 1) RTC France silicon PV cell, 2) Photo-watt PWP-
201 module and 3) a practical system EAGLE PERC 60M
310W monocrystalline PV module of parameter estimation
problem to validate the robustness of proposed technique.
Datasets for the first two cases are obtained from [47] which
have been utilized by many researchers [8], [9], [49], [50].
The stopping criteria for parameter estimation problem is the
maximum number of iterations which is taken as 10,000 with
population size of 10. Initially switch probability was set
to 1 and then decreased exponentially till 0. Step size was
initially set as 1 and then decreased exponentially according
to the number of iterations. pmax and pmin are the maximum
andminimumvalues of basic probabilistic value. Their values
are chosen as pmax = 1 and pmin = 0. Reliability and
efficiency of the proposed technique have been validated for
30 runs and compared with many other approaches from
literature.

TABLE 4. Wilcoxon signed rank test results.

A. RESULTS OF BENCHMARK FUNCTIONS
The performance of proposed improved variant of FPA is
compared with Greywolf Optimizer (GWO) [51], Grasshop-
per Optimization Algorithm (GOA) [52], Salp Swarm Algo-
rithm (SSA) [53], Ant Lion Optimizer (ALO) [54] and
Flower Pollination Algorithm (FPA) [55] for selected bench-
marks. Control parameters setting for each algorithm is taken
from [51]–[55]. All the algorithms are performed on Haier
Information technology with following experimental envi-
ronment:

Processor: Intel(R) Core (TM) m3-7Y30 CPU@ 1.00GHz
1.61GHz

RAM: 8.00 GB
Operating System: Windows 10, 64-bit
MATLAB: R2015a
To do a fair comparison between algorithms population

size andmaximum iteration is set to 25 and 1000, respectively
for all the algorithms according to [55]. Statistical results in
terms of mean and standard deviation for each algorithm is
obtained for 30 independent runs and are presented in Table 5.
This table depicts that proposed methodology is better than
other algorithms in terms of mean value for F1, F3, F4, F5 and
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FIGURE 4. Flowchart of proposed methodology.

TABLE 5. Statistical results for benchmark functions of proposed FPA and comparison with other algorithms.

F7 which is 9.82 ×10−23, 4.44 ×10−25, 2.41 ×10−13, 1.09
×10−7 and 3.58 ×10−4, respectively and worse values for
F2 and F6. Similarly, standard deviation of proposed FPA
is better for F1, F3, F4, F5 and F7 which is 3.51 ×10−22,
2.33 ×10−24, 4.86 ×10−13, 2.30 ×10−6 and 7.80 ×10−4,
respectively and worse value for F2 and F6. Moreover, it can
be observed form Table 5 that proposed FPA outclass con-
ventional FPA in all considered benchmark functions. Con-
vergence curves for the best run of all the algorithms is shown

in Fig. 5 for F1, F4 and F6. Convergence behavior shows
that proposed methodology converges faster for some func-
tions rather than other algorithms. Furthermore, to evaluate
performance of proposed FPA Wilcoxon signed rank test is
also performed on obtained results for benchmarks to find
a significant difference between the behavior of proposed
technique and other algorithms. This test is based on three
hypothesis which includes 0 for better performance, 1 for
worst performance and 2 for equal performance of proposed
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FIGURE 5. Convergence curves for F1, F4 and F6 benchmark functions.

methodology compared with other algorithms. Wilcoxon test
results are presented in Table 5. Analysis of Table 4 and
Table 5 proves that proposed methodology has faster conver-
gence rate, more accuracy and high stability.

B. RESULTS FOR PV CASE STUDY 1
The results of RTC France silicon solar cell for parame-
ter estimation problem using proposed technique at 33◦C,
under 1000W/m2 irradiance level have been presented and
discussed here.

1) SDM
The best parameters obtained for single diode PV cell are
presented in Table 6 and comparison results of minimum,
mean and maximum RMSE values and standard deviation
with other techniques available in literature are presented
in Table 7 which are Generalized Opposition-based learn-
ing mechanism FPA with NM (GOFPANM), Guaranteed
Convergence Particle Swarm Optimization (GCPSO), Dou-
ble Exponential Dynamic Inertia Weight Particle Swarm
Optimization (DEDIWPSO), Artificial Bee Colony (ABC),
Enhanced Leader PSO (ELPSO), Hybridized Interior
Search Algorithm (HISA), Improved Cuckoo Search Algo-
rithm (ImCSA), Opposition based Sine Cosine Approach
with local search (ISCA), Hybridization of Grey Wolf Opti-
mizer with Cuckoo Search algorithm (GWOCS), Cuckoo
Search Algorithm (CS), Teaching Learning Based Optimiza-
tion algorithm (TLBO), Metaphor-less algorithms called
Rao-2 and Rao-3 (R-II,R-III), Memetic adaptive differen-
tial evolution (MADE) and Self adaptive ensemble based
DE (SEDE). RMSE is highly sensitive to obtained optimal
parameters. Minimum, mean and maximum RMSE obtained
using proposed approach is 7.7300626 ×10−04 and stan-
dard deviation obtained by proposed technique is 3.46961
×10−17.

Minimum, mean and maximum number of iterations
required to obtain optimal parameters are also presented
in Table 6. Individual Absolute Error (IAE) which is com-

FIGURE 6. Measured and calculated I-V curves for single diode model of
PV cell.

FIGURE 7. Measured and calculated P-V curves for single diode model of
PV cell.

puted for each voltage and current pair using (26) is presented
in Fig. 9. IAE is the performance measurement index that
indicates how approximate is the estimated current to the
measured current. The results presented proved the efficiency
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TABLE 6. Optimal results using proposed approach for single diode model of PV cell.

TABLE 7. Comparison of proposed approach with techniques in literature for single diode PV cell.

FIGURE 8. Convergence curve for single and double diode model of PV
cell.

and accuracy of proposed approach than other techniques
available in literature.

IAE = |Imeasured − Iestimated | (26)

Fig. 6 shows I-V curve of measured and estimated currents
and Fig. 7 shows P-V characteristic curve of measured and
estimated power. These curves show how closely these esti-
mated curves follow the measured curves representing the
efficiency of proposed approach. The convergence curve pre-
sented in Fig. 8 shows the behavior of proposed approach to
obtain optimal results.

FIGURE 9. IAE values for single and double diode model of PV cell.

2) DDM
The best parameters obtained for double diode model of PV
cell are given in Table 8 and comparison results of minimum,
mean and maximum RMSE values and standard deviation
with other techniques available in literature are presented
in Table 9 which are Generalized Opposition-based learn-
ing mechanism FPA with NM (GOFPANM), Artificial Bee
Colony (ABC), Enhanced Leader PSO (ELPSO), Improved
Cuckoo Search Algorithm (ImCSA), Opposition based Sine
Cosine Approach with local search (ISCA), Hybridization
of Grey Wolf Optimizer with Cuckoo Search algorithm
(GWOCS), Cuckoo Search (CS), Teaching Learning Based
Optimization algorithm (TLBO), Teaching Learning Based
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TABLE 8. Optimal results using proposed approach for double diode model of PV cell.

TABLE 9. Comparison of proposed approach with techniques in literature for double diode PV cell.

ABC algorithm (TLABC), Metaphor-less algorithms called
Rao-2 and Rao-3 (R-II,R-III), Memetic adaptive differential
evolution (MADE) and Self adaptive ensemble based DE
(SEDE). Minimum, mean and maximum RMSE obtained
using proposed approach is 7.18204 ×10−4, 7.24452 ×10−4

and 7.45857 ×10−4 respectively and standard deviation
obtained by proposed technique is 8.82545 ×10−06. Mini-
mum, mean and maximum number of iterations required to
obtain optimal parameters are also presented in Table 8. The
higher values of iterations show that double diode model is
more complex and need more iterations than single diode
model to obtain optimal parameters.

Individual Absolute Error (IAE) which is computed for
each voltage and current pair using (26) is presented in Fig. 9.
The results presented proved the efficiency and accuracy of
proposed approach than other techniques available in litera-
ture. Fig. 10 shows I-V characteristic curve of measured and
estimated currents and Fig. 11 shows P-V curve of measured
and estimated power. These curves show how closely these
estimated curves follow the measured curves representing
the efficiency of proposed approach. The convergence curve
presented in Fig. 8 shows the behavior of proposed approach
to obtain optimal results.

C. RESULTS FOR PV CASE STUDY 2
The results of Photo-watt PWP-201 module for parameter
estimation problem using proposed technique at temperature
of 45◦C, under 1000W/m2 irradiance have been presented and
discussed here.

FIGURE 10. Measured and calculated I-V curves for double diode model
of PV cell.

1) SDM
The best parameters obtained for single diode PV model
are presented in Table 10 and comparison results of
minimum, mean and maximum RMSE values and stan-
dard deviation with other techniques available in liter-
ature are presented in Table 11 which are Generalized
Opposition-based learning mechanism FPA with NM (GOF-
PANM), Guaranteed Convergence Particle Swarm Opti-
mization (GCPSO), Double Exponential Dynamic Inertia
Weight Particle Swarm Optimization (DEDIWPSO), Grey
Wolf Optimizer (GWO), Improved Cuckoo Search Algo-
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TABLE 10. Optimal results using proposed approach for single diode model of PV module.

TABLE 11. Comparison of proposed approach with techniques in literature for single diode PV module.

TABLE 12. Optimal results using proposed approach for double diode model of PV module.

TABLE 13. Comparison of proposed approach with techniques in literature for double diode PV module.

rithm (ImCSA), TLBO, TLABC, Hybridization of Grey
Wolf Optimizer with Cuckoo Search algorithm (GWOCS),
Metaphor-less algorithms called Rao-2 and Rao-3 (R-II,R-
III), Memetic adaptive differential evolution (MADE) and
Self adaptive ensemble based DE (SEDE).

Minimum, mean and maximum RMSE obtained using
proposed approach is 2.039992 × 10−3 and standard devi-
ation obtained by proposed technique is 1.22043 × 10−17.
Minimum, mean and maximum number of iterations required
to obtain optimal parameters are also presented in Table 10.
Individual Absolute Error (IAE) which is computed for each
voltage and current pair using (26) is presented in Fig. 15.
The results presented proved the efficiency and accuracy of
proposed approach than other techniques available in litera-
ture. Fig. 12 shows I-V characteristic curve of measured and

TABLE 14. Characteristic points of EAGLE PERC 60M monocrystalline
module.

estimated currents and Fig. 13 shows P-V curve of measured
and estimated power. These curves show how closely these
estimated curves follow the measured curves representing
the efficiency of proposed approach. The convergence curve
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FIGURE 11. Measured and calculated P-V curves for double diode model
of PV cell.

FIGURE 12. Measured and calculated I-V curves for single diode model of
PV module.

FIGURE 13. Measured and calculated P-V curves for single diode model
of PV module.

presented in Fig. 14 shows the behavior of proposed approach
to obtain optimal results.

2) DDM
The best parameters obtained for double diode PV model are
presented in Table 12 and comparison results of minimum,

FIGURE 14. Convergence curve for single and double diode model of PV
module.

FIGURE 15. IAE values for single and double diode model of PV module.

mean and maximum RMSE values and standard deviation
with other techniques available in literature are presented
in Table 13 which are GCPSO, Time Varying Acceleration
Coefficients PSO (TVACPSO), Constant PSO (CPSO) and
GWO.Minimum, mean andmaximumRMSE obtained using
proposed approach is 2.039992 × 10−3 and standard devi-
ation obtained by proposed technique is 2.11817 × 10−12.
Minimum, mean and maximum number of iterations required
to obtain optimal parameters are also presented in Table 12.
The higher values of iterations show that double diode model
is more complex and need more iterations than single diode
model to obtain optimal parameters. Individual Absolute
Error (IAE) which is computed for each voltage and current
pair using (26) is presented in Fig. 15. The results presented
proved the efficiency and accuracy of proposed approach than
other techniques available in literature. Fig. 16 shows I-V
curve of measured and estimated currents and Fig. 17 shows
P-V curve of measured and estimated power. These curves
show how closely these estimated curves follow themeasured
curves representing the efficiency of proposed approach. The
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TABLE 15. Optimal results for single diode model of EAGLE PERC 60M monocrystalline module.

TABLE 16. Statistical results for single diode model of EAGLE PERC 60M monocrystalline module.

FIGURE 16. Measured and calculated I-V curves for double diode model
of PV module.

convergence curve presented in Fig. 15 shows the behavior of
proposed approach to obtain optimal results.

D. RESULTS FOR PV CASE STUDY 3
The proposed approach is evaluated under real and variable
environmental conditions of temperature and irradiance for
obtained data from EAGLE PERC 60M, 310W monocrys-
talline PV module. The 26 pairs of I-V curve data are used to
obtain optimal parameters of single and double diode models.
The module has 60 monocrystalline cells connected in series.
The characteristic points of module are given in Table 14. The
variable temperature and irradiance levels considered for this
practical system are 1000W/m2 at 47◦C, 800 W/m2 at 44◦C,
600 W/m2 at 42 ◦C, 400 W/m2 at 36 ◦C and 200 W/m2 at
27 ◦C.

1) SDM
The results for 30 independent runs were obtained for single
diode model of EAGLE PERC 60M 310 W monocrystalline
module using proposed approach. The best obtained parame-

FIGURE 17. Measured and calculated P-V curves for double diode model
of PV module.

ters, RMSE and standard deviation at different environmental
conditions are presented in Table 15. Minimum, mean and
maximum RMSE values along with number of iterations
required for convergence are given in Table 16. The I-V
and P-V curves for the measured and estimated currents and
powers at different environmental conditions are depicted
in Fig. 18 (b) and 19 (b) respectively. Convergence curves
for different levels of temperature and irradiance are given
in Fig. 20. Individual Absolute Error (IAE) which is com-
puted for each voltage and current pair using (26) is presented
in Fig. 21.

2) DDM
The results for 30 independent runs were obtained for double
diode model of EAGLE PERC 60M 310 W monocrystalline
module using proposed approach. The best obtained parame-
ters, RMSE and standard deviation at different environmental
conditions are presented in Table 17. Minimum, mean and
maximum RMSE values along with number of iterations
required for convergence are given in Table 18. The higher
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TABLE 17. Optimal results for double diode model of EAGLE PERC 60M monocrystalline module.

TABLE 18. Statistical results for double diode model of EAGLE PERC 60M monocrystalline module.

FIGURE 18. Measured and calculated I-V curves for (a) double and (b) single diode model of practical
system.

FIGURE 19. Measured and calculated P-V curves for (a) double and (b) single diode model of practical system.

values of iterations show that double diode model is more
complex and need more iterations than single diode model
to obtain optimal parameters. The I-V and P-V curves for

the measured and estimated currents and powers at differ-
ent environmental conditions are depicted in Fig. 18(a) and
19(a) respectively. Individual Absolute Error (IAE) which
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FIGURE 20. Convergence curve for single and double diode model of
EAGLE PERC 60M monocrystalline module.

FIGURE 21. IAE values for single and double diode model of EAGLE PERC
60M monocrystalline module.

is computed for each voltage and current pair using (26) is
presented in Fig. 21. Convergence curves for different levels
of temperature and irradiance are given in Fig. 20.

VI. CONCLUSION
This paper presents a new variant of FPA to estimate PV
model parameters accurately and efficiently. A double expo-
nential dynamic switch probability is one of the improve-
ments proposed in this paper to avoid premature convergence
and local optima stagnation. It creates a balance between
local and global pollination process. Second improvement is
the dynamic step size function to improve convergence rate
of FPA by improving search capabilities of search agents.
Selected seven benchmark functions and three case studies
are implemented in this paper to validate the efficiency of
proposed approach which includes RTC France silicon PV
cell, Photo-watt PWP-201 module and a practical system
(EAGLE PERC 60M 310W monocrystalline module) under
five different temperature and irradiance levels. The proposed
methodology gives optimal values of all performance metri-
ces for benchmark functions and RMSE in correspondence
with the best obtained parameters of single and double diode

PV models. Statistical and experimental results conclude the
superiority of proposed technique as:
• Wilcoxon signed rank test proves the better performance
of proposed approach as compared to other algorithms.

• The comparison of obtained results indicates that the
proposed approach is a better option for multi modal
problems like parameter estimation of PV models.

• Standard deviation proves the capability of proposed
approach to reach the global optimum for maximum
number of runs.

• Small number of iterations required to obtain optimal
results for single diodemodels than double diodemodels
but single diode models provide less accurate results
than double diode model.

• Comparison of statistical results obtained from proposed
approach with other techniques of literature proves its
efficiency.

• Implementation of proposed approach for practical sys-
tem illustrates its accuracy and reliability even under real
environmental conditions.

• Convergence curves depicts fast convergence rate
obtained using proposed approach while avoiding pre-
mature convergence and local optima stagnation.

Although the proposed method overcomes the shortcomings
of conventional FPA, it may not be suitable for all optimiza-
tion problems. Thus, the potential of proposedmethodmay be
assessed by implementing it in further optimization studies.
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