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ABSTRACT By the virtue of its highly nonlinear magnetic characteristics, the Switched Reluctance
Machine (SRM) poses a formidable challenge for digital current regulators operating at a fixed switching
frequency. Very fast tracking performance demanded by highly dynamic reference current profiles often
surpass the conventional limits on closed-loop bandwidth posed by finite sampling frequency. The non-linear
nature of matched disturbance to be compensated by the controller appearing in the form of induced emf
grows in significance as a function of operating speedwhile the varying nature of inductance profile stipulates
a need for gain adaptation by the control law in order to maintain consistency in closed-loop dynamic
response. In the view of these unique SRMcharacteristics, the paper presents a detailed theoretical analysis of
the widely implemented current control techniques from literature and provides illustrations in the context of
their implementation in a digital controller. The analysis presented in this paper can also serve as a foundation
for more advanced versions of these control techniques as well as their combinations.

INDEX TERMS Current control, fixed switching frequency control, switched reluctance machines.

NOMENCLATURE
Ts, k , ωs Sampling time, instant and frequency
iph, îph, iref , ic Phase current, its estimation, reference
ψph, ψ̂ph, ψ̃ph Phase flux linkage, its measurement and

its estimation error
d∗ph, u

∗
ph, uph Controller output duty ratio, voltage,

and phase terminal voltage
εph, ε̂ph, ε̃ph Induced emf per phase, its estimate and

estimation error
ζ ,η Mis-matched disturbance and

measurement noise
rph, r̂ph, r̃ph Phase resistance, its estimate and

estimation error
lph, l̂ph, l̃ph Phase inductance, its estimate and

estimation error
θm, Nr Mechanical rotor position and number of

rotor poles
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θe, ωe Electrical rotor position and speed
Vdc, V̂dc DC-link voltage and its measurement
λ Pseudo integration variable
ωbw Closed loop bandwidth
ei, ep Current tracking and parameter estimation

errors
Gpp Controller gain obtained via pole

placement
Kp, Ki Proportional and integral gains
Wpre, Wpost Pre and post filters/compensators
Hp, Hc Prediction and control horizons
A, B, x, u State transition matrix, Input matrix, state

and control input of a strictly linear system
eHc , uHc Tracking error and control input
J ,V Quadratic cost and value functions
Q, R Quadratic performance indices for control

accuracy and effort respectively
P,K Value matrix and control gain
φ Input vector
p, p̂, p̃ Parameter vector, its estimation and error
σ , γ Sliding surface and closed-loop pole
υ, ρ Order of sliding mode and discontinuous
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V Lyapunov candidate energy function
0 Parameter adaptation gradient
‖ · ‖, ‖ · ‖∞ Euclidean and supremum norms

I. INTRODUCTION
On account of its structural robustness, low-cost construction
[1] along with the recent development in power converter
technology [2], the ’Switched Reluctance Machine’ (SRM)
drive is becoming a popular choice for increasingly wider
array of applications [3]. Especially those involving harsh
operating conditions such as, aircraft power generation [4],
[5], gas turbine starter/generators [6] and mining [7] have
seen successful utilisation of the aforementioned advantages.

Proliferation of SRM drives in industrial applications how-
ever, has also aggravated a need for addressing the well
known performance issues: the high torque ripple and radial
vibrations [1], [8]. Consequently, a wide range of solutions
have been explored and rich literature is available covering
this subject. These solutions can be broadly classified as,
current profiling: offline [9], [10] and online [11], [12], direct
torque control(DTC) [13]–[15], and predictive: quadratic reg-
ulation [16], [17] and finite control set [18], [19]. Among
these solutions, except DTC and finite control set model pre-
dictive control, the remaining control techniques are suitable
for fixed switching frequency application.

The most prominent advantage of fixed switching fre-
quency operation as opposed to the variable one appears
in terms of thermal management, mainly due to uniform
distribution of power loss over an electrical cycle. This phe-
nomenon also prevents premature aging of the power elec-
tronic devices and allows reliable operation with relatively
less exhaustive cooling efforts. In addition, the electromag-
netic interference management for fixed switching frequency
operation is simpler as compared to its variable switching
frequency counterpart [20]. Considering these benefits, there
has been a great interest in exploration of fixed switching
frequency-based control techniques.

A good estimate of the model dynamics and correspond-
ing disturbances is essential while implementing a fixed
switching frequency based control. By principle, the elec-
tromagnetic model of SRM is a highly nonlinear dynamical
system. The nonlinear variation in the inductance profile over
conduction period results into nonlinear flux linkage, torque,
radial force, and induced EMF characteristics. Consequently,
the optimised phase current profiles developed to achieve one
or more of the objectives: torque ripple, RMS phase current
and radial force reduction etc. also exhibit highly nonlinear
waveforms as functions of rotor electrical position. Thus,
demanding fast dynamic response and disturbance rejection
from the current controller.

In summary, the problem of achieving optimal perfor-
mance from SRM drives while maintaining fixed switching
frequency of the power converter consists of two parts viz,
identification of optimum phase current profile and its track-
ing. As depicted in Fig.1, closed-loop control of an SRMdrive

consists of a mechanism for identification of optimum phase
current reference as a function of reference torque and rotor
position feedback followed by a control law appropriate for
fixed switching frequency implementation. The scope of this
paper is limited to the latter.

In literature, the developments pertaining to performance
enhancement of an SRM drive have been recurrently
reviewed. Due to their prominence, the advances in torque
control, radial force reduction and efficiency enhancement
have received considerable attention in relation to the cur-
rent control problem. A critical review of the efficiency and
accuracy of the optimisation algorithms used for generation
of reference phase current profile is provided in [21] while
[22] extends this analysis by including conduction angle con-
trol. An impressive exposition on optimisation of the torque
sharing functions is presented in [23], while [24] and [25]
have provided a classification of torque control technologies
and their operating principles, where the latter also includes
a detailed simulation study.

A limited analysis of the current controllers in terms of dig-
ital micro-controller capacity is presented in [26] while [27]
have briefly investigated fixed switching frequency PWM
control.

A greater analytical depth for current control problem is
provided in [28] with emphasis on operating principles of
various control techniques whereas [29] and [30] compared
the controller performances with detailed simulation studies.

In essence, the literature focusing on the review of fixed
switching frequency current control of SRM drives encapsu-
lates the operating principles of the controllers and limited
performance evaluation. The interaction of these control laws
with the unique non-linear character of the SRM has not
received sufficient analytical treatment. The consequences of
variation in the dynamic response due to change in operating
conditions and corresponding controller response under fixed
sampling frequency is a critical aspect which needs a through
analysis to quantify and predict the phase current dynamics
for different operating conditions as well as to enable the
identification the possible avenues for further enhancement
in the control performance.

In the light of the above discussion, this paper presents
a comprehensive analytical study of the control techniques
suitable for fixed switching frequency current control of the
SRM drives. The widely implemented current control tech-
niques are identified and classified based on their principles
of operation and implementation framework. The paper also
presents a critical evaluation of the implementation process
of each control technique and provides a theatrical analysis
justifying the control performance. On the account of the
distinctive electromagnetic characteristics of SRM and from
the control hardware perspective, a set of evaluation criterion
is developed and used for analysis of each control technique
to maintain a uniformity for the purpose of comparison.

The organisation of the rest of the paper is as following.
A detailed description of the main challenges faced by an
SRM current controller using an electromagnetic model of
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FIGURE 1. Closed-loop control of an SRM drive.

SRM in discrete time domain along with the considerations to
the practical implementation aspects, the next Section II pro-
vides an evaluation criterion and enlistment of the candidate
control techniques. The subsequent Sections III to IX provide
analysis of operating principles of each control technique
according to the evaluation criteria developed in Section II.
The subsequent Section X presents a comparative analysis
of the control techniques while the final section XI pro-
vides the conclusion and possible avenues for performance
enhancement.

II. THE EVALUATION CRITERION AND CANDIDATE
CONTROL TECHNIQUES
The current reference profiles optimised for achiev-
ing improved performance in SRM drives consist of
sharp variations as a function of rotor electrical posi-
tion [23]. Consequently, these variations get further sped
up as mechanical speed increases. Typically for most
of the applications, the sampling and switching frequen-
cies are kept constant devoid of the variations in operat-
ing speed. Therefore, number of sampling and switching
instances per conduction period reduce for higher operating
speed.

The matched disturbance in the form of induced EMF also
grows proportionally with respect to the speed. Although
smooth, the induced EMF characteristics is also highly non-
linear which becomes increasingly challenging to reject due
to reduced sampling frequency at higher speeds as the band-
width of the controller gets severely limited.

The first order representation of electromagnetic character-
istics leads to a linear time varying plant, where the time vary-
ing nature comes due to the variation in the inductance profile
as a function of rotor position. This variation often results
into increasingly slower current dynamics in motoring mode
and increasingly faster current dynamics in generating mode.
Hence, it becomes necessary to adapt the control efforts over
conduction period to maintain a consistent dynamic response.
Intuitively, this effect also gets exacerbated for higher oper-
ating speed.

The above mentioned phenomena are demonstrated ahead
with greater clarity by analysing the model dynamics in
discrete-time domain.

A. DISCRETE-TIME DOMAIN DYNAMICS OF THE SRM
PHASE CURRENT MODEL
As shown in Fig.1, the continuous-time domain current
dynamics of SRM can be modelled in the form of a first-order
nonlinear dynamical system as,

˙iph(t) =
−r̂ph

l̂ph(θe, iph)
iph(t)+

1

l̂ph(θe, iph)
u∗ph(t)

−
1

l̂ph(θe, iph)
ε̂ph(θe, iph, ωe)− ζ (t) (1)

The mismatched disturbance ζ (t) in (1) mainly consists of
power converter non-linearities, parameter information error,
and current measurement noise. The former acts as a discrim-
inant between the voltage commanded by the controller and
the phase terminal voltage. Due to the unidirectional nature of
the phase current in SRM, the disturbance due to the power
converter non-linearities appears as a constant voltage drop
[31] and pose no adverse effect on the controller dynamic
response. Considering this, the effect of inverter generated
disturbance is in not considered in the analysis in the rest
of the paper. Accordingly, the controller output voltage is
treated to be same as the phase voltage

(
u∗ph(t)≈uph(t)

)
and

the dynamics of the mismatched disturbance appears only
as a lumped sum of the disturbances due to errors in the
knowledge of parameters and induced EMF as well as the
measurement noise.

If the errors in inductance, resistance and induced EMF
profile are defined as: l̃ph = lph(θe, iph) − l̂ph(θe, iph), r̃ph =
rph− r̂ph and ε̃ph = εph(θe, iph)− ε̂ph(θe, iph) respectively, the
unmodelled dynamics can be expressed as,

ζ (t) =

[
r̃ph − r̂ph

(
l̃ph

l̂ph(θe, iph)

)]
iph

lph(θe, iph)

+
l̃ph

lph(θe, iph)
(uph(t)−ε̂ph(θe, iph)−

l̃ph
lph(θe, iph)

ε̃ph+η (2)

VOLUME 9, 2021 39377



S. Dhale et al.: Review of Fixed Switching Frequency Current Control Techniques for SRMs

FIGURE 2. Inductance and induced EMF characteristics of a 12-8 SRM for
different operating speeds and sampling span at 10kHz frequency.

For a fixed sampling frequency (ωs), the discrete-time domain
counterpart of the current dynamics in (1) becomes:

iph(k + 1)=A(k)iph(k)+B(k)(uph(k)−εph(k))−ζ ′(k) (3)

In (3), the [1× 1] state transition and input matrices A and B
are:

A(k) = e
−

r̂ph
l̂ph(k)

Ts

B(k) =
r̂ph
l̂ph(k)

∫ (k+1)Ts

kTs
e

(
1−

r̂ph
l̂ph(k)

)
λ

dλ (4)

While l̂ph(k) and ζ ′(k) represent the averaged values of phase
inductance and unmodelled dynamics over a sampling period:
kTs − (k + 1)Ts. In (4), l̂ph(k) is calculated as,

l̂ph(k) =
1
Ts

∫ (k+1)Ts

kTs
l̂ph(θe, iph)dλ (5)

Visual examination of (4) and (5) reveals that the matri-
ces A and B vary as functions of sampling instant, the
phase current magnitude and speed. The variation in l̂ph(k)
is a function of phase current magnitude as well as rotor
position. The effect of magnetic saturation and variation
in span of inductance profile being covered per sampling
period due to different operating speeds causes the system
matrices (4) vary as a function of operating condition. This
phenomenon is depicted in Fig.2. The first direct implication
of this variation in the system matrices is on the dynamic
response consistency. In essence, The increasing inductance
profile dictates the need for increasingly large control effort
to maintain the desired bandwidth throughout the conduc-
tion period and this effect gets further aggravated at higher
speed.

B. DISTURBANCES AND UNMODELLED DYNAMICS
The induced emf profile ε̂ph(θe, iph, ωe) and the mismatched
disturbance (ζ (t)) appear in discrete-time domain as,

ε̂ph(k) =
1
TS

∫ (k+1)Ts

kTs
ε̂ph(θe, iph, ωe) dλ

ζ ′(k) =
1
Ts

∫ (k+1)Ts

kTs
ζ (t)dλ (6)

As described in (3), ε̂ph(k) appears through the same channel
as the input. Therefore, its effect is considered as ’matched’.
On the other hand the mismatched disturbance ζ (t) is not
entirely known. However, its nature can be considered smooth
and predictable as (2). As depicted in the Fig.2, themagnitude
of ε̂ph(k) grows as a function of speed, whereas the magnitude
of ζ (t) depends entirely upon the modelling errors and mea-
surement noise. Both of these factors pose detrimental effect
on control performance and demand effective compensation.

C. FREQUENCY WARPING EFFECT AND NEAR BASE
SPEED PERFORMANCE
The controller synthesis in continuous-time domain is often
approximated for digital implementation by a rule of thumb:
ωs≥5(ωe). This approximation helps in identification of max-
imum controllable electrical speed [32]. This effect grows
gradually as the operating speed increases. Therefore, it is
essential to verify the consistency in control performance near
base speed.

In literature, a myriad of methods is proposed to tackle
the above challenges. These methods can be broadly classi-
fied as, model-based and observer-based. The model-based
systems make use of the knowledge of machine dynamics
in the form of phase inductance or flux linkage profile and
induced EMF profile, stored in the microprocessor memory.
On the other hand, the observer-based systems rely on online
identification of the machine dynamics. The main advantage
of the model-based systems is the immunity towards noise
which allows calculation of numerical derivatives and enables
feed-forward compensation of disturbances. However, the
discrepancies in the model information and large memory
requirement are the main drawbacks of the model-based
systems.

The observer-based systems, are more robust to the plant
variation. Thanks to their ability to identify changes in the
model characteristics online, they can also be used to improve
fault tolerance. Consequently, these systems do not need large
microprocessor memory. However, online identification pro-
cess often involve more computational efforts as compared
to model-based systems. Also, the identifiablity of the plant
cannot be ensured in all the operating conditions and the
estimation quality is heavily affected by the noise content in
the measurement.

In the view of above discussion, seven criteria are estab-
lished as shown in Table 1. The order of appearance of each
criterion is determined according to the priority: dynamic
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TABLE 1. Evaluation criteria for control performance assessment.

response consistency, robustness towards disturbances and
parameter variation and processing requirements.

TABLE 2. Candidate control techniques under review.

Table 2 provides the classification of the widely imple-
mented control techniques from literature along with their
corresponding implementation strategies, specific to the cur-
rent control of an SRM drive. The purpose of this paper
is to provide a sufficiently thorough theoretical analysis of
the unique dynamic response of the SRM drive presented
earlier in this section, when subjected to the distinct operating
principle of each control technique. Although this list is not
exhaustive, the control techniques covering in the scope of
this paper mainly differ on account of their governing princi-
ples and often serve as foundation for advanced versions.

Accordingly, almost all the approaches proposed for fixed
switching frequency current control in the literature involve
modifications in terms of plant modelling and/or involve
combination of one or more control techniques enlisted in
Table 2 to achieve improved performance for a specific appli-
cation.

III. FEEDBACK LINEARIZING CONTROL
The precursor ofmost of the SRMcontrol technologies can be
traced back up to the work by Spong et al. [33], [34] address-
ing the instantaneous torque control of SRM with the help of
torque sharing functions and using feedback linearizing (FL)
control.

The SRMflux linkage characteristic is a nonlinear function
of phase current as well as rotor electrical position. In FL
control, linearization is achieved using the knowledge of flux

linkage gradient in both current and rotor position. For this
purpose, a Fourier series based model is proposed in [34].
According to this model, the phase flux linkage characteristic
is represented as,

ψph(iph, θe) = ψs
[
1− e−iphfph(θe)

]
(7)

In (7), the nonlinear relation between the phase flux link-
age and rotor electrical position is modelled using a strictly
positive Fourier series function: fph(θe) and saturation due to
current is modelled by the combination of saturated value of
phase flux linkage: ψs and an exponential function.

The nonlinear model presented in (7), is continuously dif-
ferentiable in iph and θe. Thus the phase current dynamics
can be readily calculated by taking the partial derivatives
of (7) with respect to phase current,

(
∂ψph
∂iph

)
as well as the

rotor electrical position:
(
∂ψph
∂θe

)
and stored in microprocessor

memory. These functions are utilised to model the phase
current dynamics as,

diph(t)
dt
= −

(
∂ψph

∂iph

)−1 [
rphiph(t)+

∂ψph

∂θe
ωe

]
+

(
∂ψph

∂iph

)−1
uph(t) (8)

Continuous differentiability of
(
∂ψph
∂iph

)
and

(
∂ψph
∂θe

)
functions

also ensures the existence of ’diffeomorphism’ which enables
stable feedback linearization [35]. However, this principle
also imposes following constraint:

∂ψpm

∂iph
> 0 (9)

Intuitively, from (8), a state-feedback linearization can be
achieved as [34]:

uph(t) = rphiph(t)+
∂ψph

∂θe
ωe +

∂ψph

∂iph
vph(t) (10)

The linearization achieved using (10) transforms (7) into a
linear system. Thus, a constant gain controller is sufficient to
achieve necessary dynamic response. The control law vph(t)
in (10) can be obtained via simple pole placement design:

vph(t) = Gppei(t) (11)

The overall FL current control scheme is shown in Fig.3.
Evidently from (10), The control performance of FL control
depends heavily upon the accuracy of the linearizing func-
tions,

(
∂ψph
∂iph

)
and

(
∂ψph
∂θe

)
. It is important to note here that,

the condition in (9) becomes much more stricter due to finite
sampling frequency andDC link voltage limit and aminimum
safe value of

(
∂ψph
∂iph

)
should be identified experimentally.

Due to the parametric nature of (7), the errors in param-
eter information leads to deterioration in control law, (10).
To address this issue, online adaptation is proposed in [36],
[37] and [38]. In [37] the authors proved that for use of
nonlinearmodel in feedback linearization control, the number
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FIGURE 3. Feedback linearizing control.

of parameters to be identified becomes unrealistically high
which eventually limits the utility of this method for practical
applications.

To reduce the number of parameter, [39] proposed a linear
model with reduced number of parameters. However, this
provision hampers the control performance for heavy load
conditions.

Based on this discussion, the complete performance eval-
uation of the FL control is presented in the Table 3.

IV. FIXED AND DYNAMIC GAIN SCHEDULING PI
CONTROLLER
The use of PI controllers for current control of switched
reluctance machines with fixed gains [40]–[42] and
[43]–[45] with dynamic gain scheduling are some of the main
contributions in this area. Several other contributions also
include, fuzzy PI controllers [46], [47] and artificial neural
network [48].

The dynamic performance required by the industrial drives
cannot be achieved by the linear control techniques such as
PI or PID with fixed gains over whole conduction period
[36]. A study of fixed PI controller design by Ahmad and
Narayanan [49] presents design of linear controllers in four
operating conditions: aligned (θe = 0 radians) and unaligned
(θe = π radians) for saturated and unsaturated conditions.
It is concluded that the controller design for fully saturated
unaligned condition is the best choice to obtain stable perfor-
mance in all the remaining operating conditions. However,
due to fixed nature of controller gain, the consistency in the
dynamic response cannot be ensured.

Intuitively, if sufficiently accurate feed-forward decou-
pling of induced EMF is possible, an analytical equation for
inductance profile as a function of current and rotor position
can be used to adopt proportional and integral gains. Under
this approach, Shulz and Rahman [44] proposed a pole can-
cellation process neglecting the resistance drop. Therefore,

TABLE 3. Control performance evaluation of FL control.

the phase current dynamics reduce to the following form:

diph(t)
dt
=

uph(t)
lph(θe, iph)

(12)

It is worth noting here that (12) is a small signal representation
appearing as a consequence of local linearization. In [43],
resistance is also included in the gain adaptation process.
Under this approach, the integral gain remains fixed at rphωbw
and the proportional gain follows the function:lph(θe, iph)ωbw.

Similar to [43], Hannoun and Hilairet [45] proposed
dynamic adaption in PI gains to maintain a consistently linear
2nd order dynamic response. This approach is more insightful
and provides greater flexibility in terms of dynamic perfor-
mance shaping.

The utility of ‘gain scheduling’ discussed above, can be
demonstrated by analysing the current error dynamics under
PI control law:

ėi(t)+
Kp

lph(θe, iph)
ei(t)+

Ki
lph(θe, iph)

∫ t

0
ei(t)dt = 0 (13)

For the sake of simplicity, the effect of ζ (t) is excluded
from (13) and the variation in current reference profile is
considered slow in comparison with phase current. ( ˙iph(t)�
˙iref (t)). Thus, a linear 2nd order convergence of in the error
dynamics at desired bandwidth: ωbw can be achieved with the
following gain scheduling scheme [45]:

Kp = 2ωnlph(θe, iph)

Ki = ω2
nlph(θe, iph) (14)

With this provision, a consistent error convergence is ensured
irrespective of the rotor position as,

ei(t) = ei(0)(1+ ωbwt)e−ωbwt (15)

The parameter information necessary to realise PI control
law using (14), is stored in the microprocessor memory in
the form of 2-dimensional (2-D) Lookup Tables(LUTs) with
breakpoints in rotor position and phase current as shown
in Fig. 4. Under practical conditions, the parametric error
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FIGURE 4. PI control with dynamic gain scheduling.

appearing due to errors in current and position measurement
and modelling imperfections, the unmodelled dynamics ((2))
appear in the form of damped oscillations due to asymp-
totic nature of disturbance compensation by PI controller. By
principle, the effectiveness of compensation provided by PI
controller is inversely proportional to oscillation frequency
of ζ (t). Thus, at higher speed, the compensation also reduces
significantly which eventually threaten the control loop sta-
bility. In such case, an artificial damping effect is generated
by virtually dissipating the control energy [50].

Unlike FL control, PI control is developed using ’Jacobi
linearization’ which employs local linearization of the
machine dynamics instead of a transform. A detailed account
on this difference can be found in [51]. The inductance
lookup table used for dynamic adaptation in the controller
gain represents locally linearized model of phase winding.
This approach is effective when the difference in the model
information for successive sampling instances is sufficiently
small. As the speed increases, increasingly large variations
in the inductance profile causes deterioration in the control
performance. This phenomenon is essentially the origin of the
frequency warping effect discussed in Section II.

The above discussion is summarised under control perfor-
mance evaluation criterion in Table 4.

V. H2/H∞ CONTROL
One of the most reliable feedback optimisation methods,
H2/H∞ synthesis is classified as a robust control technique.
This approach involves identification of an optimum control
structure which provides desired closed-loop characteristics
over a wide frequency range. One of the main advantages of
H∞ control lies in its suitability for multi-input, multi-output
systems with considerable cross-coupling. However, for a
fixed structure application, the system order becomes imprac-
tically large and approximate reduction becomes neces-
sary which often comes at the expense of performance

TABLE 4. Control performance evaluation of PI control.

degradation. Moreover, sufficient care should be taken for
application in the sampled data systems with significa-
tion sampling delays. In switched reluctance machines,
the H2/H∞ control techniques have found application
for speed control [52], [53] and specifically for current
control, [54], [55].

Two main approaches for H2/H∞ controller design are:
fixed structure synthesis and normalisation of co-prime fac-
torisation [56]. Both of these approaches involve normed
minimisation of the closed-loop transfer function. In par-
ticular, for H∞ design, a supremum norm minimisation is
performed:

min
Wpre(s),Kh,Wpost (s)

∥∥∥∥ Gp(s)
1+ Gp(s)Wpre(s)KhWpost (s)

∥∥∥∥
∞

(16)

whereas, an H2 design is obtained via minimisation of a
Euclidean norm:

min
Wpre(s),Kh,Wpost (s)

∥∥∥∥ Gp(s)
1+ Gp(s)Wpre(s)KhWpost (s)

∥∥∥∥ (17)

In (16) and (17), Gp(s) represents the open-loop transfer
function of SRM phase winding and Kh is the controller gain.
Similar to the FL and PI control designs, gain adaptation
as a function of the inductance profile and induced EMF
decoupling can be employed to simplify the design process
[54], [55]. The resultant control realisation thus obtained,
is shown in Fig.5. It is perceivable from (16) and (17) that
H∞ is more conservative approach as compared to H2 and
should be preferred under noisy measurement conditions.

In the above discussed structure of H2/H∞ control, the
value ofKh is defined tomaintaining desired bandwidth while
the post filter Wpre is used as a compensator to improve sta-
bility margins. As discussed earlier, the switched reluctance
machine is a nonlinear plant hence, Kh is varied as a function
of rotor position whileWpost resembles a PI controller.

All the approaches in the literature present continuous-time
domain designs. In addition to the bandwidth limitation aris-
ing due to the post filter, the tracking capability of H2/H∞
controllers deteriorate as the operating speed increases and
similar to the PI control, the limitations arising due to fre-
quency warping effect are also persistent.
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TABLE 5. Performance evaluation of H2/H∞ Control.

Although the H2/H∞ synthesis is readily applicable for
multi-input multi-output systems, for SRM current control,
it is sufficient to consider independent Single-Input Single-
Output (SISO) systems per phase, unless there is a significant
effect of mutual coupling.

In a nutshell, the H∞ control synthesis provides additional
flexibility over PI control design in terms dynamic response
shaping and disturbance rejection. Especially under the effect
of phase margin degradation due to aggressive control effort,
the lead compensator or saturation, (Wpre) becomes very
useful. Moreover, as opposed to PI design alone, the com-
pensation of the unmodelled dynamics described in (2) is far
more effective in H2/H∞ control.
A summary of the performance analysis ofH2/H∞ control

discussed in this section is presented in Table 5.

VI. LINEAR QUADRATIC REGULATOR (LQR) AND LINEAR
QUADRATIC GAUSSIAN (LQG)
The LQR design is considered as a breakaway from the
conventional stability margin-based designs discussed in the
previous sections. Under this approach, an optimal state esti-
mator is often employed to achieve greater noise immunity,
resulting into an LQG design.

A typical LQR/LQG design involves identification of an
optimum sequence of the control input over a desired num-
ber of future sampling instances, known as control hori-
zon (Hc). For a strictly linear SISO system, a Controlled
Auto-Regressive Integrated Moving-Average (CARIMA)
model is employed to identify the state dynamics for a span
of future sampling instances know as prediction horizon
(Hp > Hc):

x(k+1)
...

x(k+Hc)
...

x(k+Hp)



=


B ··· 0 ··· 0
...

. . .
...

. . .
...

AHc−1B ··· 0 ··· 0
...

. . .
...

. . .
...

AHp−1B ··· AHc−1B ··· B




u(k)
...

u(k+Hc−1)
...

u(k+Hp−1)

+


A
...

AHc
...

AHp

 x(k)
(18)

FIGURE 5. H2/H∞ control.

While, the cost function is defined on the basis of a trade-off
between the control accuracy and the effort as:

J =
1
2

[
eTHcQeHc + u

T
HCRuHc

]
(19)

In (18), the magnitudes of the [Hc × Hc] positive symmetric
matrices Q and R act as weighing functions. For Constant A
and B matrices, the entire control sequence can be identified
by obtaining an offline solution for the ‘Algebraic Riccati
Equation’(ARE) corresponding to the model (18) and cost
function J . As described in Section II, the switched reluc-
tance machine does not exhibit a linear dynamical behaviour.
Hence, the approach presented above, cannot be directly
utilised to ensure a reliable tracking performance and a
fixed gain structure is sufficient only for the development
of a stable sub-optimal controller. In literature, this issue is
addressed from the modelling point of view. Except [57], the
model information is stored in the form of locally linearized
flux-linkage or inductance lookup tables [17], [58] [59]. The
main advantage of this approach is that, it ensures the validity
of algebraic approximation of the differential Riccati equa-
tion [60]. With augmentation of parameter estimation mecha-
nism the complete LQR/LQG control loop can be represented
as shown in the Fig.6.

In optimal control theory, the SRM current control design
is classified as a servo control problem [61]. Under this
approach, for a given control horizon of Hc, the quadratic
performance index at a sampling instant k is defined as,

V (k) =
k+Hc∑
i=k

(ei(i)2Q+ u2ph(i)R) (20)

Due to its simple structure, almost all the LTV approaches
presented in literature involve a flux linkage based model as
opposed to the inductance based model. The relation between
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FIGURE 6. LQR/LQG control.

these models can be described as,

ψph(t) = iph(t)lph(t)

⇒
dψph(t)
dt

= lph(t)
diph(t)
dt
+ εph(t) (21)

By substitution of (21) in (1), a ‘Linear Time Varying’(LTV)
state space representation of the tracking control problem is
obtained as,

Xψ (k + 1) = A(k)Xψ (k)+ Buph(k) (22)

where,

A(k) =

(1− r̂ph
l̂ph(k)

)
0

0 F(k)


is a state transition matrix and B =

[
Ts 0

]T is an
input matrix. The reference profile model, iref (k + 1) =
F(k)iref (k) + ic is an LTV system whose dynamics are well
known. Consequently, the new quadratic performance index
becomes [62]:

V (k) =
Hc∑
i=k

[
XTψ (k)Q

′(k)Xψ (k)+ u2ph(k)R
]

(23)

where, the new performance index responsible for cur-
rent regulation accuracy is a time varying function defined
as,

Q′(k) =


Q

l2(k)
−Q
l(k)

−Q
l(k)

Q

 (24)

This provision stipulates necessary adaptation in the cur-
rent controller gain to maintain a constant bandwidth
over entire conduction period. In [58], [61] and [17],
the optimisation variable Q for locally linearized model
is stored in the form of an LUT to be utilised for
online computation of optimum controller gain. Notice-
ably, this scheme assumes availability of accurate param-
eter information. Thus, optimum trajectory can be split

into its constituents, each spanning over a sampling
period [63]:

XTψ (k)P(k)Xψ (k) = XTψ (k)Q
′(k)X (ψ)(k)+ u2ph(k)R

+XTψ (k + 1)P(k)Xψ (k + 1) (25)

where, P(k) is a positive symmetric matrix to be identified in
each sampling instant, from a ‘Hamiltonian’ function given
below.

H (k)

= XTψ (k)Q
′(k)Xψ (k)− XTψ (k)P(k)Xψ (k)

+XTψ (k)
[
K (k)TRK (k)+ A(k)TP(k)A(k)

]
Xψ (k)

+XTψ (k)
[
A(k)TP(k)BK (k)+K (k)TBTP(k)A(k)

+K (k)TBTP(k)BK (k)
]
Xψ (k) (26)

The convexity of (26) is ensured by considering linear nature
of the machine model over a sampling period. Therefore, the
optimum control voltage for a sampling instant, k can be
defined as uph(k) = K (k)Xψ (k) where, K (k) is constant
over a sampling period. The solution of this Hamiltonian
results into uph(k) as a function of ψph(k) feedback and
iref (k + 1) feed-forward terms [64].

uph(k) =
P11(k)

(
1− r̂

l̂(k)

)
Ts

(R+ T 2
s )

ψph(k)

+
P12(k)Ts
(R+ T 2

s )
iref (k + 1) (27)

For some systems, the dc link voltage is measured with the
help of a voltage sensor and inductance and resistance are
identified using either least square or adaptive parameter
estimation. A least square based estimation algorithm tries
to fit a the nonlinear SRM model into a linear LTI system as,

ψph(k) = φT (k − 1)p (28)

In SRM however, the parameter vector:

p(k) =
[(

1−
r
l(k)

)
Ts

]T
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is a time varying quantity being modelled using the input
vector: φT (k − 1) = [ψph(k − 1) uph(k − 1)]. Intuitively,
an assumption on insignificant variation in parameters over
successive sampling instances is inevitably involved in this
process [17]. In the view of time varying nature of the param-
eters, a ‘Recursive Least Square’ (RLS) algorithm naturally
becomes the best choice thanks to its computational economy
and fast response [65]. Assuming sufficiently low noise in
current sensing, two sampling instances can be considered
sufficient to obtain accurate parameter information. Accord-
ingly, following equation is implemented recursively.

p(k) ≈ p(k − 1)

=

[
φ(k − 1))(φT (k − 1))+ φ(k − 2))(φT (k − 2))

]−1
·
[
φ(k − 1)ψph(k)+ φ(k − 2)ψph(k − 1)

]
(29)

The identified parameters via (29) at a sampling instant are
averaged over two preceding instances. Thus incurring a
delay of 1.5 samples. This value can be reduced very close
to 1 by addition of an exponential forgetting factor [66].
However, it comes at the cost of higher reliance over the latest
samples. Considering accurate DC link voltage measurement
and its constant nature, the knowledge of second parameter
can be considered very well known and its contribution to
the overall error being negligibly minimum. The estimated
parameters appear as inverse of the inductance. Considering
this effect, if the multiplicative uncertainty is defined as,
δa(k) = 1

1+ l̃(k)
l(k)

, the corresponding deterioration in the control

accuracy performance index becomes:

1Q′(k) =


(δa(k)− 1)Q

l2(k)
−
(δa(k)− 1)Q

l(k)

−
(δa(k)− 1)Q

l(k)
0

 (30)

Along with the error in the estimated state transition matrix,
the error in Hamiltonian becomes:

δH (k) = xψ (k)T δATP(k)Xψ (k)

+XTψ (k)δA(k)P(k)BXψ (k)

+XTψ (k)
TBTP(k)δA(k)X (k) (31)

The dynamics of (31) are exactly the same as the
discrete-time domain counterpart of unmodelled dynamics
represented in (2). As the speed increases, the magnitude of
δH (k) grows which further deteriorates the control perfor-
mance.

VII. SLIDING-MODE CONTROL
The proven robustness characteristics of the sliding mode
control(SMC) technology have inspired several applications
in SRM control. Due to very fast dynamics of the electromag-
netic model, the classical discontinuous switching function
based sliding mode control alone becomes infeasible for cur-
rent control application due to limited sampling and switch-
ing frequencies. However, PI aided hybrid [67] and integral
compensation [68], [69] have been successfully implemented

FIGURE 7. Sliding mode control.

TABLE 6. Performance evaluation LQR/LQG control.

with good tracking performance. The loss of finite time
convergence in these methods led to further investigation in
higher order sliding-modes such as second order [70], [71]
and terminal [72].

The phase current dynamics of all the electrical machines
including SRM are classified as relative degree 1 systems
since the control voltage term appears as a function of 1st

derivative of phase current. Therefore, the desired dynamic
response can be defined as:

σ (t) = ėi(t)+ γ |ei(t)|
1
υ sign(ei(t)) (32)

The parameters γ defines the overall control effort which
is analogous to the desired closed-loop pole in classical
control terminology, whereas tuning υ helps in optimising
control effort near ei(t) = 0. A good engineering judgement
prescribes consideration of robustness towards measurement
noise while maintaining fast dynamic response while choos-
ing γ and υ. Perhaps the most important aspect of slid-
ing mode control design is the balance between equivalent
control and disturbance rejection terms [73]. This principle
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can be demonstrated by analysing the control design process
described ahead.

With a priori knowledge of the reference and phase current
dynamics, (1) the optimum control voltage can be obtained
by equating the sliding surface, (32) to zero. However, due
to presence of ζ (t), it is not possible to accurately realise
optimum uph(t) which can effectively achieve and maintain
σ (t) = 0. In an ideal sliding mode control design, this issue
can is tackled by defining the control input into its known
and unknown components: uph(t) = u1ph(t) + u2ph(t) where
u1ph(t) constitutes known part of σ (t) dynamics and called as
equivalent control law:

u1ph(t) = l̂ph(θe, iph) ˙iref (t)+ r̂phiph(t)+ ε̂ph(θe, iph)

−γ |ei(t)|
1
υ sign(ei(t)) (33)

The second component of the input voltage: u2ph(t) is
designed to compensate for the effect of ζ (t) and attain
σ (t) = 0 also called as the reaching phase. By minimisation
of a candidate Lyapunov energy function: Vi(t) =

σ 2(t)
2

with respect to uph(t) and substitution: (33), the disturbance
compensation term u2ph(t) is obtained as,

u2ph(t) = ρsign(σ (t)) (34)

where, the amplitude of the discontinuous switching term
(ρ)in (34) is determined considering a conservative bound on
unmodelled dynamics and desired rate of descend for |σ (t)|
= α(α > 0).

ρ = ‖ζ (t)‖∞ +
α
√
2

(35)

Fig.7 depicts SRM phase current control using above formu-
lation of sliding-mode control.

An optimum control design demands minimum magni-
tude of the discontinuous switching while maintaining nec-
essary rate of convergence during reaching phase. This can
be achieved by maximising utilisation of a priory model
information and reference current dynamics. This principle
is very well demonstrated in [68]. However, ˙iref (t) is still
considered unknown. This exclusion results into additional
increase in magnitude of ρ.

TABLE 7. Performance evaluation of sliding-mode current control.

FIGURE 8. Adaptive control.

Based on the this discussion, it becomes clear that the error
in parameter information is the primary source of control
performance deterioration for the quadratic regulators. Nev-
ertheless, the utility of this control technique has been proved
in the literature with good tracking accuracy for reasonable
magnitude of switching frequency. Based on the above dis-
cussion, the control performance assessment of quadratic
regulators is summarised in Table 6. It is also worth noting
here that, the designs proposed in the literature and in this
section belong to continuous-time domain which stipulates a
strict limit on the frequency content of unmodelled dynamics
for effective high frequency approximation of ζ (t) during
sliding phase.

The performance evaluation of sliding mode control based
on above discussion is summarised in Table 7.

VIII. ADAPTIVE CONTROL
The time varying nature of phase inductance profile in SRM
pose a great challenge in terms of adaptive control synthesis
for the SRM phase model (1). However, tracking accuracy
improvement has been reported by augmenting parameter
adaptation mechanism with feedback linearization by Taylor
et al. [74] and Bortoff [75] while Peng [76] and Szamel [77]
employed adaptive parameter estimation in dead-beat control.
A more traditional approach of model reference adaptive
control(MRAC) is demonstrated in [78].

The adaptive control mechanisms introduced above are
performed using stability based designs [79], while the pas-
sivity based control realisation can be found in [80] and [81].
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Both approaches operate on the principle of energy func-
tion shaping. For SRM current control however, the methods
proposed in the literature can be classified as model reference
based and parameter estimation based. The control imple-
mentation using both the approaches is depicted in Fig.8.

The performance of these methods can be evaluated by
analysing the control implementation processes for each of
these techniques. Under MRAC approach, the control objec-
tive is to follow the current reference profile model:

˙iref (t) = F(t)iref (t)+ ic(t) (36)

(36) is a continuous-time equivalent of the reference profile
model introduced in Section VI. By treating the induced EMF
εph(t) as a part of the [1 × 1] state matrix, following control
and adaptation laws can be defined:

uph(t) = p̂(t)φ(t), ṗ(t) = [−0 0 ]T ei(t)φ(t) (37)

where,

p̂(t) = [ p̂1(t) p̂2(t) ]T

and

φ(t) = [ ic −iph(t) ]T .

The performance of the control action described in (37) can
be evaluated by analysing its corresponding classKLyapunov
energy function:

V (k) =
1
2

[
e2i (t)+

(
p(t)− p̂(t)

)T Q (p(t)− p̂(t))] (38)

where, Q = 0−1I[2×2] and the parameter vector becomes,

p(t) =
[
F(t)−

rph
lph(θe,iph)

−
1

lph(θe,iph)
dlph(θe,iph)

dt lph(θe,iph)
]T

On the other hand, for an equivalent control law based reali-
sation, the parameter and input vectors are defined according
to (28). Similar to MRAC, a well justified candidate Lya-

punov function:V (t) =
e2p(t)
2 yields following adaptation law:

˙̂p(t) = −
∂V

∂p
= 0ep(t)φ(t) (39)

In both MRAC as well as equivalent control based for-
mulation, the real parameter vectors are highly non-linear

TABLE 8. Performance evaluation of adaptive control.

FIGURE 9. Dead-beat control.

functions of time. Therefore, it is very difficult to perform
adaptation in p̂(t) with sufficient accuracy. However, for
MRAC, any combination of p̂(t) which results into minimisa-
tion of V (t) in (38) at a reasonable rate is sufficient. Whereas,
the conditions on p̂(t) are more stringent for equivalent con-
trol law based realisation since it is required to attain the
real values of parameters only. This condition also inevitably
calls for sufficient ‘richness’ in the frequency content of the
input: uph(t) [82]. Naturally, it is not possible to satisfy this
constraint in every operating condition.

Considering the above discussion, the approach in [78]
appears to be more reasonable. However, in equivalent con-
trol law based control, the initiation of p̂(t) can be performed
in the neighbourhood of the real parameters where the energy
function: (28) is convex. A successful demonstration of this
concept using a flux linkage LUT is presented in [76]. The
overall performance evaluation of adaptive control is pre-
sented in Table 8.

IX. DEAD-BEAT CONTROL
Due to their fast dynamic response and, simple structure,
the dead-beat controllers have been widely implemented for
current control problems. The major contributions include,
predictive: [16], [59] predictive with parameter adaptation
[76], using iterative learning control [83] and using torque
sharing functions [84]. A typical application process using
dead-beat control is shown in (9).

Except the asymptotic convergence type techniques, The
remaining control techniques mentioned in proceeding sec-
tions can produce deadbeat type of performance, such as,
the LQR/LQG with R = 0, [58], [85] and sliding mode
control with manifold σ (t) = ėi(t). In a nutshell, the deadbeat
control determines the optimum control voltage to achieve the
desired current reference within a sampling period using the
knowledge of the measured current feedback and available
model information.

Intuitively, the very large gain of deadbeat controller
makes the control loop highly susceptible to the measure-
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ment noise. Use of optimal state estimation becomes very
promising in this scenario. Except large magnitude of the
gain, the behavior of a dead-beat controller is similar to
the previously mentioned control techniques and the perfor-
mance evaluation can be considered based on the application
framework.

X. COMPARATIVE ANALYSIS OF CONTROL TECHNIQUES
The analysis of the candidate control techniques presented
in sections III-IX illustrates their operating principles in the
context of the performance criterion enlisted in Table 1 and
provides corresponding elucidations. On account of these dis-
cussions, this section presents a comparative analysis of these
control techniques adhering to the same evaluation criterion.

As shown in Fig.10, the control techniques with iden-
tical design processes and implementation frameworks are
grouped on a single spider-plot for comparison. It is worth
noting here that the immunity towards measurement noise is
not expressed exclusively as a comparison criterion in this
section. However, its effect is considered over the attributes:
dynamic response consistency, induced EMF decoupling and
robustness towards parameter variation. The ratio, switching
to electrical frequency: ωf

ωe
essentially expresses the phys-

ical implication of the frequency warping effect discussed
in Section II. The assessment metric for each comparison
criterion is kept the same across all the spider-plots shown
in Fig.10 enabling uniformity for the purpose of analysis.
Thus, all the control techniques shown in Fig.10(a-e) can be
analyzed in relation to each other. The rest of this section
provides a discussion on the comparative analysis of the
control techniques.

Fig.10(a) Shows the comparison among the fixed gain PI,
and robust control techniques: H2 and H∞. Due to fixed
nature of its gain, the PI controller is not capable of main-
taining a consistency in the dynamic response. Moreover,
its ability to counter the disturbance due to back EMF is
also inconsistent across the operating conditions. H2 and H∞
demonstrate a trade-off between dynamic response consis-
tency and the ability to reject matched (induced EMF) and
mismatched disturbances. As discussed in Section V, the con-
servative nature of H∞ design also performs better at higher
speed owing to its better disturbance reject ability. Due to the
relatively low phase margin, the PI controller alone exhibits
the performance inferior in compared to H2 and H∞ designs.
Whereas, due to implementation simplicity, it has the best
computational and memory efficiency.

The use of model information allows dynamic adaptation
of the PI controller gain as a function of rotor position.
FL control also emulates similar adaptation in the closed loop
gain with the help of ∂ψph

∂iph
and ∂ψph

∂θe
ωe functions introduced

in Section III.
Thanks to the integral action, the PI controller provides

better noise rejection thus improving the dynamic response,
induced EMF decoupling and parameter insensitivity. How-
ever, the corresponding drop in phase margin reduces its

FIGURE 10. Performance comparison of the control techniques.

performance at higher speeds than pole placement design
based FL control. Highly parametric nature of the Fourier
series functions in FL control demands relatively large
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processing efforts and suffers from performance degradation
due to parameter drift.

Sliding mode approach provides the most robust con-
trol design among the techniques reviewed in this paper.
Due to its discontinuous switching action, the 1st order
sliding mode control exhibits inconsistency in the dynamic
response as it is not possible to perform a high-frequency
approximation of the disturbances in digital applications.
The magnitude of the discontinuous switching function is
optimal for the worst-case condition only and hence results in
chattering about the sliding surface. Consequently, the phase
current also suffers large ripple about the reference. On the
other hand, SMC with integral compensation attains a good
compromise between corrective and disturbance rejection
efforts. However, the integral compensation does not allow
finite-time convergence, limiting its performance at higher
speeds. Elimination of the discontinuous switching while
maintaining a finite time convergence can be achieved with
the help of higher-order SMC. However, due to the large com-
putational burden imposed by the calculation of fractional
powers of the tracking error, all higher-order SMC designs
(≥ 2) suffer from low computational efficiency.

Among the optimal control techniques presented in the
literature, the linear regulators with augmented parameter
estimation mechanisms have demonstrated excellent tracking
performance. As detailed in Section VI, both LQR and LQG
design approaches discussed in the literature employ 1st order
model of phase winding. Due to the time-varying nature of
the SRM inductance profile, the parameter estimation mech-
anism suffers a unit time step delay in estimated parame-
ters resulting in performance degradation at higher speeds.
In terms of dynamic response consistency, and disturbance
rejection ability, LQG performs better than LQR due to its
better noise immunity. On the other hand LQG is more com-
putationally expensive owing to the presence of an optimal
state estimator.

As described in Section VIII, due to fast time-varying
nature of 1st order models, the adaptive control becomes
very challenging. On the other hand, constant parameter
based Fourier series models exhibit slow time varying nature,
which is more suitable for adaptive estimation. However,
large number of parameters adds to the computational burden
and memory usage.

XI. CONCLUSION
The paper focuses on the important aspects pertaining to
fixed switching frequency current control of SRM. The need
for high dynamic response due to fast varying current ref-
erence command, compensation of nonlinear induced EMF
and inductance variation over a conduction period are con-
sidered for evaluation of control technique performance. The
frequency warping phenomenon is also considered to predict
the performance at high speed.

Due to highly nonlinear electromagnetic characteristics of
SRM, use of model information in the form of inductance or
flux linkage profile for maintaining consistency in dynamic

performance is seen prevalent thorough the literature. Sim-
ilarly, the highly nonlinear induced EMF is compensated
for using an induced EMF lookup table. These techniques,
although pragmatic, need large storage in micro controller
memory and suffer frommodel mismatch due to interpolation
issues as well as variation in the parameters during regular
operation. The latter constitutes unmodelled dynamics, the
effect of which is also analysed.

On account of this study, the rest of this section, presents
several recommendations for further improvement in the per-
formance of the control techniques discussed in this paper
followed by the concluding remarks.

A. RECOMMENDATIONS FOR PERFORMANCE
IMPROVEMENT
1) NON-LINEAR MODELLING
The first order Jacobi linearized model with inductance
lookup table based scheduling rely on the assumption that
the Euler’s approximation of discretization remains fairly
accurate. As discussed in Section II, the validity of this
assumption gradually reduces as a function of speed. This
phenomenon is one of the reasons for performance deterio-
ration at high speed. Thus, replacing the constant value of
the inductance over a sampling period with a function can
potentially improve the performance.

As a consequence of the non-liner modelling, the formula-
tion of LQR/LQG problem becomes more complex and more
efficient algorithms for solving the Hamiltonian function (26)
deserve further exploration.

For MRAC realisation, the non-linear modelling helps in
transformation of SRMmodel from a ‘fast LTV’ to a ‘Slowly
Time Varying(TV)’ plant [86]. Although the slowly TV plant
has more parameters, their rate of change is slower is com-
parison to their fast TV counterparts. Greater fidelity can
be achieved with higher order parametric functions which
yield more numerous and increasingly slower parameters.
Considering the exponential rate of rise in the number of cal-
culations to be performed as a function of parameters, a good
compromise should be achieved by considering the available
processing power and desired control accuracy. A very good
demonstration of this principle can be found in [37] with FL
control.

2) DIGITAL SLIDING MODE CONTROL
As described in Section VII, sliding mode control offers
great flexibility in defining the nature of the desired dynamic
response. Yet, similar to other techniques, the equivalent
control law in slidingmode control cannot be realised without
model information. For lower fidelity models, the contribu-
tion of disturbance rejection term is improved which also
results into sub-optimal control performance. A very effective
solution to this issue is presented in the form of a ‘digital
sliding mode control design’ in [87]. Under this approach a
part of unmodelled dynamics can be calculated in the form
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of a unit sample delayed disturbance. Thus, net magnitude of
the discontinuous switching term can be greatly reduced.

3) HYBRID CONTROL TECHNIQUES
Although the fixed gain PI control is insufficient in terms
of maintaining consistency in dynamic response throughout
the conduction period, it is very inexpensive in terms of
computation and memory requirement. A combined solution
of PI+delta modulation [88] have proved to be a practically
viable solution. This concept can promisingly yield a more
robust controller with incorporation of the principles of slid-
ing mode control in the design process.

B. CONCLUDING REMARK
The primary motivation behind all the analytical treatments
presented in this paper is to summarize the knowledge behind
a good engineering judgment necessary for the selection of an
appropriate control technique for a fixed switching frequency
SRM drive in the application of interest and the exploration
of further possibilities in the improvement of its performance
and hence, the candidacy for an ever-widening array of appli-
cations.
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