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ABSTRACT Edge computing has a wide range of applications in the Internet of Things (IoT), especially
suitable for low latency, high bandwidth, and high reliability. Edge computing enabling IoT can locate the
vehicles rapidly with the help of edge computing. The sensors of IoTs can construct the Frequency diverse
array (FDA) radar system, which has beenwidely concerned by scholars in recent years. Themonostatic FDA
and multiple-input-multiple-output (FDA-MIMO) is a research hotspot in parameter estimation field, but the
research based on bistatic FDA-MIMO radar is insufficient. In this paper, we propose a tensor-based target
location method in bistatic FDA-MIMO radar, which implements joint direction of arrival (DOA), direction
of departure (DOD) and range parameters estimation. First of all, subarrays with different transmission
frequency increment are used to construct the transmitting array to overcome the coupling between DOD
and range. Then the tensor-based third-order signal model is established, which saves the multidimensional
structure characteristics of received signal. And the signal subspace of each subarray is estimated by high-
order-singular value decomposition (HOSVD). Furthermore, the phase period ambiguity is eliminated by
limiting the range of the target, and the method for DOA, DOD and range parameters matching is provided.
Theoretical analysis and numerical simulations demonstrate the effectiveness and superiority of the proposed
method.

INDEX TERMS Internet of Things, bistatic FDA-MIMO radar, vehicle location, HOSVD.

I. INTRODUCTION
Edge computing can support unmanned driving, traffic flow
diversion and congestion prediction, etc, in urban traffic
through the real-time data processing and analysis functions
of edge computing. The sensors of Internet of Things (IoT)
can be deployed to locate the vehicles in Intelligent Trans-
portation System. Thus edge computing enabling IoTs can
locate the vehicles rapidly with the help of edge computing
based on the sensors of IoTs [1]–[4], which can be con-
structedwith the radar system. In order to achieve the vehicles
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location with the help of edge computing, high resolution
parameter estimation, such as angle and rang, is the key issue
in the radar system. Recently, multiple-input-multiple-output
(MIMO) radar has attracted a lot of attention due to its unique
advantages, such as high degrees of freedom (DOF) and
parameter estimation accuracy [5]–[9]. In order to deal with
complex and dynamic clutter, MIMO radar adopts flexible
signal waveforms and array antenna configurationmethods to
obtain greater freedom [10], [11]. However, MIMO radar also
has certain shortcomings. The beam pointing is not affected
by the range, which also means that the beam pointing of the
MIMO radar has no correlation with the range [12]. How-
ever, in some target positioning, range correlation is needed
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to suppress clutter. The array beam is expected to point at
different range with the same angle, which requires that the
direction of the beam can change with different range [13].

Frequency diverse array (FDA) is a brand new insti-
tutional radar [14], which has been widely studied by
scholars in the field of radar and navigation. Because
it uses different transmission frequency on different ele-
ments of the transmitting array, the beam patern can
be changed with range, so the array factor of the fre-
quency array radar is range-dependent, and the range direc-
tion of the transmitting beam can be controlled [15].
FDA radar has many advantages, such as anti-clutter and anti-
jamming [16]. Thus, it has a widely applications in the field
of target positioning [17]–[19]. In [20], the FDA uses a dou-
ble pulse method to estimate the parameters of targets. The
frequency increments of the transmission are zero and non-
zero, respectively. Then the traditional phased array method
is used to achieve angle estimation, and the FDA scheme is
used to achieve the target range estimation. In [21], some
scholars proposed a method for estimating target position-
ing parameters using sub-array FDA. Specifically, the FDA
consists of two sub-arrays, and their frequency incerments
are different. The frequency of the traditional FDA radar
increases linearly, and the division of sub-arrays essentially
increases the frequency nonlinearly, which is an improvement
of the traditional FDA radar. Besides, two new types of FDA
radars is proposed in [17], [18]. One is random FDA array,
and the other is relatively prime FDA array, both of which
are with increasing frequency nonlinearity.

The combination of FDA and MIMO radar is a new type
of decoupling method [22]–[24], which has attracted the
research of many scholars. The FDA-MIMO radar makes full
use of the freedom of transmissionwaveform and the freedom
of beam distance pointing of the frequency-controlled array
MIMO radar [25], [26]. At the same time, its wide and
narrow gaze observationmethod can relax the standard for the
dunamic range of the radar system, extend improve the obser-
vation time and the speed resolution of the target, thereby
helping to store target energy and suppress clutter [16]. Cur-
rently, there aremany angle estimationmethods based on sub-
space [27]–[29]. One is to estimate signal parameters through
the rotation invariance technique (ESPRIT) method in [30],
and the other is the multiple signal classification (MUSIC)
method in [31]–[33]. However, the spectral peak search of
MUSIC and SVD of the ESPRIT method requires a lot of
calculations, which increases the computational complexity
of the method. The MUSIC method involves spectral peak
search [34], and the complexity of the three-dimensional
parameters estimation method for DOA, DOD and range
is a very high challenge, which is not easy to implement
in practical applications [35]. In addition, sparse DOA esti-
mation methods are a very important category [36], [37].
The sparse Bayesian learning (SBL) method and l1-singular
value decomposition (SVD) have been proposed in [8], [38],
respectively. At present, the research of FDA-MIMO radar
mainly focuses on the monostatic scenario, because the

estimation of angle and range can be achieved by extending
the method based on MIMO radar [35], [39], [40]. However,
these methods can only be applied in the monostatic system,
and they will fail in the face of bistatic FDA-MIMO radar.
Thus, further research for parameter estimation in the bistatic
FDA-MIMO radar is needed.

In this paper, we proposed a tensor-based method for
joint estimation of DOA, DOA and range in bistatic FDA-
MIMO radar with the subarray mode. Different frequency
increment subarrays are used to construct the transmitting
array, so that each subarray has rotation invariance for angle
tstimation. First, we build a third-order signal model based
on tensor to save the inherent multi-dimensional structural
characteristics of the received signal,and thenHOSVD is used
to estimate the signal subspace of each subarray. Finally, the
target parameters can be estimated by combining subspace-
based method, and the phase period ambiguity can be elimi-
nated by limiting the range of target. Moreover, because the
proposed method uses the tensor-based received signal to
save the inherent multi-dimensional structural characteristics
of the data, the performance of the proposed method has
been greatly improved compared with the traditional method
based on matrix decomposition. The main contributions of
this paper are summarized as follows:

(1) The proposed method implements the FDA-MIMO
radar target location in the tensor domain. The tensor-based
signal model saves the multi-dimensional structural informa-
tion of the received signal, which can improve the accuracy
of target location.

(2) The transmitting matrix and the receiving matrix of
the receiving signal are extracted by rotation invariance,
and the independent transmitting matrix of each sub-array
is extracted by the selection matrix, so as to clearly obtain
the coupling information of each subarray DOD and range
parameters.

(3) The computational complexity of the proposed method
is analyzed. And compared with traditional subspace-based
method, the simulation results verify the superiority of the
tensor-based target location method.
Notation : X is denoted as a tensor. ⊗ stands for the

Kronecker product and � stands for the Khatri-Rao product.
IM indicates theM×M identity matrixes, and 0M and 0M×N
represent the zero matrices with dimensions M × M and
M × N , respectively. The conjugation, transpose and the
conjugate-transpose of matrix can be expressed as (·)H , (·)T

and (·)∗, respectively. Moreover, (·)† stands for the pseudo-
inverse of matirx. And b∗c represent the floor operator. The
angle(∗) stands for extraction phase.

II. TENSOR BASICS AND SIGNAL MODEL OF VEHICLE
LOCATION
A. TENSOR BASICS
This section introduces some knowledge of tensor decompo-
sition to help understand the operations of tensor algebra. For
more related knowledge, please refer to [41], [42].
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FIGURE 1. Edge computing enabling IoT for vehicle location system.

Definition 1 (Mode-n Tensor unfolding): Let X ∈

CI1×I2···×IN represents a tensor. The mode-n tensor unfold-
ing of the tensor X can be written as [X ](n). The element
(i1, i2 · · · in) of tensor X corresponds to the (in, j)th element
of [X ](n), where j = 1 +

∑N
k=1,k 6=n(ik − 1)Jk , and Jk =∏k−1

m=1,m6=n Im.
Definition 2 (Mode-n tensor-matrixes product):Y = X×n

A represents the mode-n product of tensor X ∈ CI1×I2···×IN

with the matrixes A ∈ CJn×In . It can be derived that Y ∈
CI1×I2×···×In−1×Jn×In+1×···×IN and

[Y]i1,i2,··· ,in−1,jn,in+1,··· ,iN

=

In∑
in=1

[X ]i1,i2,··· ,in−1,in,in+1,··· ,iN [A]jn,in (1)

Definition 3 (The properties of the mode product): The
Mode-n tensor-matrixes product satisfies the following oper-
ational transformation rules{

X×mA×nB = X×nB×mA,m 6= n
X×mA×nB = X×n(BA),m = n

(2)

Definition 4 (Tensor decomposition): The HOSVD of ten-
sor X ∈ CI1×I2···×IN is given by

X = G ×1 U1 ×2 U2 ×3 · · · ×N UN (3)

where G ∈ CI1×I2×···×IN represents the core tensor of X ,
and Un ∈ CIn×In (n = 1, 2, · · · ,N ) is a unitary matrixes that
composed of the left singular vector of [X ](n).

B. TENSOR-BASED SIGNAL MODEL
Edge computing enabling IoT for vehicle location system
is shown in Figure 1, the sensors IoTs are constructed with
bistatic FDA-MIMO radar system. The parameters, such as
DOD, DOA and range, are the key issue for vehicle location,
because the location of vehicle can be achieved by combing
the information of angle and range, which is shown in Figure
2. Thus, we focus on the parameter estimation for bistatic
FDA-MIMO radar. Consider the bistatic FDA-MIMO radar
with a narrow-band andwide beam,which is equippedwithM
transmitting antennas and N receiving antennas. Both of the
transmitting array and receiving array are configured by uni-
form linear arrays (ULA), which spacing of them are denoted

FIGURE 2. Bistatic FDA-MIMO radar.

by dt and dr , respectively. Select the frequency of the first
transmitting antenna, generally called the initial frequency,
the transmission frequency of the mth transmitting antenna is
written by

fm = f1 + (m− 1)1f , m = 1, 2, · · · ,M (4)

where f1 stands for the initial frequency, and 1f is the
increase in frequency of adjacent transmitting antennas, and
1f � f1.

The signal transmitted that is narrow-band complex from
the mth array antenna can be expressed as

sm(t) = φm(t)ej2π fmt , 0 ≤ t ≤ T (5)

where T stands for the radar pluse duration, and φm(t)
repersents the baseband signal of antenna. We define that the
waveforms are orthogonal to each other, which can be written
as ∫ T

0
φm(t)φ∗n (t − τ )e

j2π1f (m−n)tdt

=

{
0, m 6= n,∀τ
1, m = n, τ = 0

(6)

where the time shift is τ . We preset P far-field targets, and
they are non-coherent to each other. Then for the pth target,
the received signal of nth receiving antenna is written by

xn(t) =
M∑
m=1

βpφm

(
t − τ tm,p − τ

r
n,p

)
e
j2π fm

(
t−τ tm,p−τ

r
n,p

)
(7)

where βp stands for the complex reflection coefficient of the
pth target, the transmitting time delays and receiving time
delays is denoted by τ tm,p and τ

r
n,p, respectively.

The direction of arrival and direction of departure of the
pth target are denoted as θp and ϕp, respectively. c stands for
speed of light and c = 3× 108m/s. Then we can get

τ tm,p =
(
r t1,p − (m− 1)dt sin

(
θp
))
/c

τ rn,p =
(
rr1,p − (n− 1)dr sin

(
ϕp
))
/c (8)

The receiver and transmitter steering vectors for the kth target
can be expressed as

ar(θp) = [1, ej2π f1dr sin(θp)/c, · · · , ej2π (N−1)f1dr sin(θp)/c]T

(9)
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FIGURE 3. Subarray model transmitting array.

at
(
rp, ϕp

)
=


1

ej
2π
c (dt f1 sin(ϕp)−1frp)

...

ej(M−1)
2π
c (dt f1 sin(ϕp)−1frp)

 . (10)

Then the output of receive signal can be expressed as

x(t) = [ar (θ1)⊗ at (r1, ϕ1), ar (θ2)⊗ at (r2, ϕ2),

· · · , ar (θP)⊗ at (rP, ϕP)]s(t)+ n(t) (11)

where s(t) = [s1(t), s2(t), · · · , sp(t)]T ∈ CP×1 denotes a
column vector that is consisting of the P targets’s phases and
amplitudes. sp(t) = βp(t)e−j2π f1rp/c, and rp = r t1,p + rr1,p is
the sum of the range of pth target from transmitting array and
receiving array. The NM × 1 noise vector is n(t), which is
additional white Gaussian noise vector.

According to Eq.(9), the receiver steering vector is only
related to the target DOA, so we can get DOA from it inde-
pendently. However, the DOD and range of the target are
linearly coupled. In order to solve the DOD and range cou-
pling problem, it is necessary to introduce subarray mode to
realize the joint DOA, DOD and range estimation of bistatic
FDA-MIMO radar. The transmitting array is divided into K
subarrays, which are independent of each other, and the lin-
ear frequency increment between each subarray is different,
so the rotation invariance is preserved. Therefore, ESPRIT
method can be used to realize the decoupling of DOD and
range characteristics of targets.

In the subarray mode, the transmitter steering vector of
Eq.(10) can be arranged as

ats
(
rp, ϕp

)
=


a1ts
(
rp, ϕp

)
a2ts
(
rp, ϕp

)
...

aKts
(
rp, ϕp

)
 . (12)

Then we derive the transmitter steering vector for each
subarray in subarray mode of FDA-MIMO radar. Let M k

ts
stands for the element number in the kth (k = 1, 2, · · · ,K )
subarray, 1fk represent the frequency increment of the kth
subarray. In the kth subarray, the transmission frequency of
mth antenna is denoted by

f m,kts = f 1,kts + (m− 1)1fk ,m = 1, 2, · · · ,M k
ts (13)

where f m,kts represents the mth (m = 1, 2, · · · ,M k
ts) antenna’s

transmission frequency.
Figure 3 shows the specific composition of the emission

array in subarray model. In this mode, the transmit antenna

frequency of each subarray increases linearly, which has the
rotation invariant. In order to ensure that each subarray can
provide a corresponding rotation invariant, it is necessary that
the frequency increment of each subarray be different, namely
1fa 6= 1fb, a 6= b.
So the transmitter steering vector akts(rp, ϕp) for the kth

subarray is expressed as

akts(rp, ϕp) = e
j 2πc

((
k−1∑
q=1

Mq
ts

)
dt f1 sin(ϕp)+(f1−f

1,k
ts rp)

)

×


1

ej
2π
c (dt f1 sin(ϕp)−1fk rp)

...

ej
(
Mk
ts−1

) 2π
c (dt f1 sin(ϕp)−1fk rp)

 (14)

In fact, it is important for FDA-MIMO radar to design the
frequency of subarrays, but this is not the focus of this paper.
So as to facilitate the understanding of the transmitter steering
vector, a non-overlapping subarray is set in this paper, and
the number of antennas of each subarray should be the same,
so Mts = M k

ts = M/K . The last antenna’s transmission
frequency of a subarray is guaranteed to be equal to the
first antenna’s transmission frequency of the next subarray,

namely f
Mk
ts,k

ts = f 1,k+1ts , and f 1,1ts = f1. Assume that 1f1 <
1f2 · · · < 1fK
In the subarray FDA-MIMO radar mode, in light of Eq.(11)

and Eq.(12), the radar array mainfold matrixes of the received
signal model is denoted by

A = [ar (θ1)⊗ ats(r1, ϕ1), · · · , ar (θP)⊗ ats(rP, ϕP)] (15)

After collecting the characteristics of L snapshots, the
received data is arranged as X = [x(1), x(2), · · · , x(L)], and
X is written as

X = AST + N = [Ar � Ats]ST + N (16)

where the receiving directionmatrixes isAr = [ar (θ1), ar (θ2),
· · · , ar (θP)] ∈ CN×P, and the subarray transmit-
ting direction matrixes can be denoted by Ats =

[ats(r1, ϕ1), ats(r2, ϕ2), · · · , ats(rP, ϕP)] ∈ CM×P. The
dimension ofX isMN×L, and S = [s(1), s(2), · · · , s(L)]T ∈
CL×P. The noise matrixes is N ∈ CMN×L .

According to the tensor unfolding in Definition 1, Eq.(16)
can be seen as the slice, which follows the direction of snap-
shot. And we create a tensor X ∈ CM×N×L by stacking the
matrixes X along the third-dimension, and let [N ]T(3) = N ,
we can get

[X ]T(3) = X . (17)

So we get the signal model based on tensor, which contains
the multidimensional structure characteristics of signal data,
so the better estimation accuracy can be obtained. In the
next section, we derive the DOA, DOD and range estimation
method in detail.
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III. JOINT DOD, DOA AND RANGE ESTIMATION FOR
BISTATIC FDA-MIMO RADAR
A. SIGNAL SUBSPACE ESTIMATION VIA HOSVD
So as to get the signal subspace that based on tensor, we adopt
the HOSVD to process the tensor X ∈ CM×N×L , which is
denoted by

X = G ×1 U1 ×2 U2 ×3 U3 (18)

where G ∈ CM×N×L stands for the core tensor,
U1 ∈ CM×M , U2 ∈ CN×N and U3 ∈ CL×L are consisting of
the left singular of the mode-n tensor unfolding ofX , namely
[X ](n) = Un3nVH

n (n = 1, 2, 3), respectively. The rank of
tensor X is P, because it has preset P targets. Then use the
truncatedHOSVDofX , we can get the tensor based subspace
that can be expressed as

X s = Gs ×1 Us1 ×2 Us2 (19)

where Usn(n = 1, 2, 3) is consisting of the column vec-
tor of Un corresponding to the first P singular values, and
G = X ×1 UH

s1 ×2 UH
s2 ×3 UH

s3 represents the truncated core
tensor.

Then using the Mode-n tensor-matrixes product in term of
definition 2 and substituting G into (16), we can get

X s = X ×1 (Us1UH
s1)×2 (Us2UH

s2)×3 UH
s3 (20)

According to definition 1, the tensor X s is unfolding in
mode-3, and then combined with the definition 3 of the
properties of the mode product, we can get the tensor based
signal subspace, which can be expressed as

Us = [X s]T(3) = (Us2UH
s2 ⊗ Us1UH

s1)[X ]T(3)U
∗

s3 (21)

where [X ](3) = U333VH
3 . Therefor, the singular value

decomposition of [X ]T(3) can be denoted by [X ]T(3) ≈
V∗s33s3UT

s3, and then [X ]T(3) can be substituted into Eq.(21),
the simplification result can be expressed as

Us = (Us2UH
s2 ⊗ Us1UH

s1)V
∗

s33s3 (22)

So the tensor based signal subspaceUs has been estimated.

B. DOA ESTIMATION
According to the rotational invariance of the signal subspace,
the selection matrixess needs to be defined in order to obtain
DOA, which as follows{

Qr1 = [ I (N−1) 0(N−1)×1 ]⊗ IM
Qr2 = [0(N−1)×1 I (N−1) ]⊗ IM

(23)

Then using the rotation invariance of the subarray, the Us
is divided into two parts, which can is written by{

Ur1 = Qr1Us

Ur2 = Qr2Us
(24)

Eigenvalue decomposition is performed, we can get[
UH
r1

UH
r2

]
[Ur1 Ur2 ] = Er3rEH

r (25)

And divide Er ∈ CK×K into four sub matrices, which can be
denoted by

Er =
[
Er11 Er12
Er21 Er22

]
(26)

where the dimensions of Er11, Er12, Er21 and Er22 are all
K × K .
So we can get the matrixes 9r contain DOA information

of targets and perform eigenvalue decomposition, which can
be expressed as

9r = −Er12E−1r22 = T8rT−1 (27)

where 8r is a diagonal matrixes. It can be expressed as

8r = diag


ej2πdr f1 sin θ1/c

ej2πdr f2 sin θ2/c
...

ej2πdr fp sin θp/c

 (28)

The DOA θ̂p of the pth target can be get by

θ̂p = arcsin
(
angle(φpr )c
2πdr f1

)
180◦

π
(29)

where φpr represents the pth element of 8r .

C. DOD AND RANGE ESTIMATION
In subarray FDA-MIMO radar mode, each subarray and
receiving array can be regarded as a whole, which con-
tains corresponding signal subspace. Therefore, we define the
selection matrixes to select out the signal subspace of each
subarray.

Qks = IN ⊗
[
0[ (k−1)Mts ] IMts 0[Mts×(M−kMts) ]

]
(30)

where Qks ∈ CMtsN×MN represents the selection matrixes
for the kth subarray. Then the signal subspace Uk

s of each
subarray can be expressed as

Uk
s = QksUs (31)

Then we define the selection matrixes to get the DOD and
range information of targets from each subarray, which can
be written byQt1 = IN ⊗

[
I (Mts−1) 0(Mts−1)×1

]
Qt2 = IN ⊗

[
0(Mts−1)×1 I (Mts−1)

] (32)

We can decompose Uk
ts into two parts,{

Uk
t1 = Qt1U

k
s

Uk
t2 = Qt2U

k
s

(33)

Similarly, the Eq.(25)-(27) in Section(III-B) can be
employed to get 9k

t , which contains target’s DOD and range
information in the kth subarray. Because of the rotation
invariance,9r and9k

t span the same subspace. So we match
the DOA with DOD and range of the target, and diagonalize
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the 9k
t use the matrix T , which is composed of eigenvectors

of 9r in (27). It can be written by

8k
t = T−19k

t T (34)

And the specific composition of 8k
t as follows:

8k
t = diag


ej

2π
c [dr f1 sinϕ1−1f1r1]

ej
2π
c [dr f1 sinϕ1−1f2r2]

...

ej
2π
c [dr f1 sinϕ1−1fK rp]

 (35)

The DOD and range information can be obtained by
extracting the phase of 8k

t :

2π
c
dt f1 sin(ϕp)−

2π
c
1f1rp = angle(φp,1ts )− 2k1π

2π
c
dt f1 sin(ϕp)−

2π
c
1f2rp = angle(φp,2ts )− 2k2π

...
2π
c
dt f1 sin(ϕp)−

2π
c
1fK rp=angle(φ

p,K
ts )−2kKπ

(36)

where φp,kts contains the phase information of pth target in
kth subarray, and ki ∈ Z, i = 1, 2, · · · ,K . It is unable to
determine kK due to the existence of angle(φp,kts ) phase period
fuzzy problem. 1f1 < 1f2 < · · · < 1fK has been preset in
Section(II-B), let each equation subtract the latter equation in
Eq.(36). If simplify the result, we can get as follows:

1f2 −1f1
c

rp =
angle(φp,1ts /φ

p,2
ts )

2π
+ (k2 − k1)

1f3 −1f2
c

rp =
angle(φp,2ts /φ

p,3
ts )

2π
+ (k3 − k2)

...

1fK −1fK−1
c

rp =
angle(φp,K−1ts /φ

p,K
ts )

2π
+(kK − kK−1)

(37)

For the convenience of subsequent analysis and calcula-
tion, the Eq.(37) can be sorted out

hp =


hp,1
hp,2
...

hp,K−1

 =


1f2 −1f1
c

1f3 −1f2
c
...

1fK −1fK−1
c


(38)

and similarly ζ p = [ζp,1, ζp,2, · · · , ζp,K−1]T, where the ith
element is

ζp,i = angle(φp,its /φ
p,i+1
ts )+ (ki+1 − ki)

= angle(φp,its )− angle(φ
p,i+1
ts )+ (ki+1 − ki) (39)

In this case, the (37) can be summarized as:
hp,1∗ rp = ζp,1
hp,2∗ rp = ζp,2

...

hp,K−1∗ rp = ζp,K−1

⇒ hprp = ζ p (40)

The general form of (40) can be expressed as

2π
1f i+1ts −1f

i
ts

c
rp

= angle(φp,its )− angle(φ
p,i+1
ts )+ 2π (ki+1 − ki) (41)

As can be seen from Eq.(41) that in order to determine the
range parameter, it is necessary to ensure:

0 < 2π
1f i+1ts −1f

i
ts

c
rp 6 2π (42)

where 2π 1f
i+1
ts −1f

i
ts

c rp > 0 is obvious, which is because the
range rp must be positive and 1f 1ts < 1f 2ts · · · < 1f Kts . The

2π 1f
i+1
ts −1f

i
ts

c rp 6 2π guarantees that the (ki+1 − ki) can be
uniquely determined in this case. So we can figure out the
value of (ki+1 − ki) can be written by

ki+1 − ki =

{
1, angle(φp,its ) < angle(φp,i+1ts )

0, angle(φp,its ) > angle(φp,i+1ts )
(43)

It is clear from (42) that the value range of rp is given by

rp 6
c

1f i+1ts −1f
i
ts

(44)

Then combined with all the equations in (40), the (44) can be
arranged as

rp 6
c

max(1f i+1ts −1f
i
ts)

(45)

where we can get the i = 1, 2, · · · ,K − 1.
Therefore, the detection range of target should be consid-

ered in the actual radar configuration, which is to meet the
Eq.(45).

We can solve angle(φp,its ) from Eq.(35) and substitute
(ki+1 − ki) of Eq.(43) into Eq.(40). Using the least square
method, so we can estimated the range rp of target, which is
expressed as

r̂p = h†pζ p (46)

where the r̂p represents the estimated range of the pth target.
Then substitute r̂p into Eq.(36) can be expressed as

2π
c
dt f1 sin(ϕp) = angle(φp,1ts )− 2k1π +

2π
c
1f 1ts rp

2π
c
dt f1 sin(ϕp) = angle(φp,2ts )− 2k2π +

2π
c
1f 2ts rp

...
2π
c
dt f1 sin(ϕp)=angle(φ

p,K
ts )−2kKπ+

2π
c
1f Kts rp

(47)
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In fact, the 2dt f1/c 6 1 due to the transmmitting array
spacing setting. After a series of calculations, we can deter-
mine ki(i = 1, 2, · · · ,K ) by

ki =

⌊
angle(φp,its )+

2π
c 1f

i
tsr̂p + π

2π

⌋
, i=1, 2, · · · ,K (48)

Then the ki can be substituted into Eq.(47), and the DOD
ϕ̂p of the pth target can be obtained by least square method:

ϕ̂p = arcsin

 (angle(φp,its )− 2kiπ +
2π
c
1f itsrp)c

2πdt f1

 180◦

π

(49)

So we can estimate the DOA θ̂ , DOD ϕ̂ and range r̂ of
target by the proposed method.

IV. PERFORMANCE ANALYSIS
A. COMPUTATIONAL COMPLEXITY
So as to better analyze the performance of the method,
we calculated the computational complexity of the proposed
method. The specific derivation of each part is as follows:
(1)Hosvd of the tensor based received signal X ∈ CM×N×L

in Eq.(18) requires O(MNL(M + N + L) );
(2)Computing the signal subspace Us in Eq.(22) is
O( 4MNLP );
(3)Obtaining the contain DOA information matrix 9r is
O(M (N − 1)(2MNP+ 4P2)+ P3 );
(4)The eigenvalue decomposition of 9r is O(P3);
(5)Similarly, obtaining the contain DOD and range informa-

tion matrix 9k
t is O(

K∑
i=1

(N (Mts − 1)(2MtsNP+ 4P2)+ P3));

(6)The match DOD and range with DOA in Eq.(34) is
O(KP3);
and the process of solving phase period fuzzy problem is
relatively simple, whose computational complexity can be
ignored.

In summary, the proposed method’s computational com-
plexity can be summarized asO(MNL(M+N+L)+4MNLP+
2(K + 1)P3 + (2MN −M − N )(2MNP+ 4MNP2)).

B. ADVANTAGE ANALYSIS FOR TENSOR-BASED
The tensor used to build the signal model is the main dif-
ference, which between the proposed method and the tradi-
tional subspace method. It gets the multi-dimensional struc-
tural characteristics of data, thereby improving the estimation
accuracy of the signal subspace. The largest angle (LA) is
the standard for evaluating the accuracy, which between the
estimation subspace and the real subspace. The criterion for
evaluating the accuracy is the largest angle (LA), which
between the estimation subspace and the real subspace. It is
shown as follows:

LA = cos−1
(
δmin

[
orth(AH)orth(UH

s )
])

(50)

where orth(·) represents the orthogonal basis, and δmin(·) is
the smallest singular value.

FIGURE 4. 3D point cloud of estimated targets.

V. NUMERICAL SIMULATIONS
In this section, the several simulation experiments are used to
verify the superiority of the proposed method. Unless other-
wise specified, the bistatic FDA-MIMO radar’s transmitting
array and receiving array are ULA in this paper, and the total
of antennas of their is equal. In the simulation, we set the
transmission frequency of the first transmitting antenna is
f1 = 10GHz. The antenna spacing is preser dt = dr = c

2fmax
,

with fmax is the largest transmission frequency. Moreover, the
simulation results are obtained by T = 500 Monte Carlo
trials.

A. 3D POINT CLOUD OF TARGET PARAMETERS
In this simulation, we preset the number of transmitting
antennas isM = 18, and the number of receiving antennas is
N = 18. Then decompose the transmitting array into K = 3
subarrays, where each of subarray has Mts = 6 transmit-
ting antennas. The transmission frequency increment of each
subarray is 1f1 = 5000Hz, 1f2 = 10000Hz and 1f3 =
15000Hz, respectively. Note that the number of snapshots
is L = 300 and SNR = 20dB. A several unrelated targets
with the DOA, DOD and range are located at (θ1, ϕ1, r1) =
(−50◦,−15◦, 30km), (θ2, ϕ2, r2) = (10◦, 40◦, 58km) and
(θ3, ϕ3, r3) = (35◦, 20◦, 9km), respectively.

Figure 4 shows the location of the estimated targets in
SNR = 20dB and L = 300. The X-axis, Y-axis and Z-axis
represent DOA, DOD and range, respectively. It is manifest
from the figure 4 that the estimated targets landing points
are very concentrated and identical to the locations of the
real targets. This can prove the stability and accuracy of the
proposed method are excellent.

B. SUBSPACE ESTIMATION ACCURACY
For the proposed method, the main evaluation criterion is
the root mean square error (RMSE) performance, which is
determined by the subspace estimation accuracy. In term
of the section(IV-B), we simulate the subspace accuracy
versus SNR and the number of snapshots, which are dis-
played in figure 5 and figure 6, respectively. We take
L = 50 for figure 5 and SNR = 5dB for figure 6.
Radar structure and target parameters are consistent with
above.
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FIGURE 5. Subspace accuracy varies with SNR.

Figure 5 shows the estimated subspace’s accuracy, with the
number of antennas being M = N = 9, 12, 15, and18. It is
manifest from figure 5 that the performance of methods can
be raised when the increase of SNR and the number of snap-
shots. And in the same case, the performance of the proposed
method is more outstanding than the ESPRIT method. Mean-
while, with the increase in the number of antennas, these
method’s performance can be gradually raised. However,
compared with the proposed method, the total of antennas
has a weak effect on the ESPRIT method’s performance. The
reason is that the proposed method utilizes tensor to save the
structure characteristics of FDA-MIMO radar array antennas.
Therefore, with the increase in the number of antennas, the
performance of the proposed method based on tensor is much
higher than the method based on matrix decomposition.

C. RMSE PERFORMANCE
To measure the performance of the method, we defined the
RMSE of estimation parameters (DOA, DOD and range) as
follows:

RMSEθ =
1
P

P∑
p=1

√√√√ 1
T

T∑
t=1

(
θ̂ tp − θp

)2
(51)

RMSEϕ =
1
P

P∑
p=1

√√√√ 1
T

T∑
t=1

(
ϕ̂tp − ϕp

)2
(52)

RMSEr =
1
P

P∑
p=1

√√√√ 1
T

T∑
t=1

(
r̂ tp − rp

)2
(53)

where θ̂ tp, ϕ̂
t
p and r̂ tp represent the estimated results of the

DOA, DOD and range of the pth target in the tth Monte Carlo
trials, respectively. We introduce the ESPRIT method as the
comparison method to analyze RMSE performance.

Figure 7 and figure 8 show the change of the Angle
and range RMSE of these methods with SNR in L =
50, respectively. In addition, CRB has been introduced as
the performance standard of the method. It can be seen
from figure 7 and figure 8 that the performance of the
proposed method is more outstanding than the ESPRIT

FIGURE 6. Subspace accuracy varies with number of snapshots.

FIGURE 7. Angle RMSE versus SNR.

FIGURE 8. Range RMSE versus SNR.

method. Meanwhile, the proposed method has higher perfor-
mance under the same SNR and the number of snapshots,
because the proposed method adopts tensor, which can make
the most of the multidimensional structure characteristics
inherent in the received signal. Besides, it is noticed from
Figure 7 that the estimation accuracy of DOD is worse than
DOA’s. The reason is that the range error is substituted
into the DOD estimation, which leads to the decline of the
estimation accuracy of DOD. The fundamental reason is
the structure of FDA radar, because the transmitter steer-
ing vector contains both DOD and range information, and
only part of its information is used in the DOD and range
estimation.
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FIGURE 9. Angle RMSE versus the number of snapshots.

FIGURE 10. Range RMSE versus the number of snapshots.

Figure 9 and figure 10 compare the performance of the
methods with the number of snapshots in SNR = 5dB.
Similarly, we introduce CRB to measure the method’s per-
formance. It can be found that the RMSE of these methods
decreases with the increase of the number of snapshots, which
indicates that the performance of these methods is constantly
improving and is gradually close to parallel with the trend
of CRB. Moreover, the curve of the method is close to the
trend of CRBwhen the number of snapshots increases to large
enough, which indicates that these method’s performance
gradually tends to be stable.

D. PROBABILITY OF SUCCESSFUL DETECTION
The probability of successful detection (PSD) is another
important criterion for measuring method’s performance.
The success of the estimation can be determined by
setting the fluctuation range, which can be expressed
as:

PSD =
V
T
× 100% (54)

where the number of successful estimates is V . In this sim-
ulation, it is considered as a successful estimate when the
absolute error between the actual value and the estimated
value of angle and range is less than 0.1◦ and 0.1km.
Figure 11 shows the change of PSD versus SNR of the

proposed method in L = 50. It is manifest from figure 11 that

FIGURE 11. Probability of successful detection versus SNR.

both the proposed method and the ESPRIT method achieve
100% successful detection in the high SNR region, which is
usually referred to as the SNR threshold. And the proposed
method has a low threshold. Moreover, the SNR thresholds
of DOA and range are lower than DOD’s, which is similar
to figure 7. Because DOA and range are estimated indepen-
dently, the range needs to be substituted in the process of
estimate DOD, so the range’s error will be introduced, and
DOD’s estimation accuracy will be reduced. The accuracy of
the proposed method can be directly proved by the PSD.

VI. CONCLUSION
In this paper, we considers an edge computing enabling IoT
systemn for vehicle location with bistatic FDA-MIMO radar,
and then propose a tensor-based subspace method for joint
DOA, DOD, and range estimation. A tensor signal model is
constructed to capture the multidimensional structure charac-
teristics of the received data, and the accuracy and stability of
the parameter estimation are improved. Firstly, so as to solve
the coupling of parameters DOD and range, the transmitting
array is constructed by subarrays, which is with different
frequency increments. Then the phase ambiguity is solved
by controlling the target range parameter and a parameter
matching method is proposed. The proposed method can
obtain higher parameter estimation accuracy at low SNR and
has good compatibility in the small array and many targets
scenarios. Numerical simulations have shown the superiority
of the method. We will further improve the performance of
the method and apply it to more application scenarios in the
future.
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