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ABSTRACT The text information in the medical photocopies is of great significance to the construction
of medical digital platform. Text region detection, the very first step of extracting medical photocopies
information, is functional to detect text area or locate text instance on the sample. Researchers have done a lot
works on text area detection in natural scenes, yet few of them in turn pay attention to the medical photocopies
scenario which is urgent to be settled. Here, a text line area detection dataset based on Chinese medical
photocopies (CMPTD) are created and a fine-grained text line region detection model based on multi-scale
feature extraction and fusion are proposed in this paper. The detection model consists of three parts. The
first part is feature extraction module. Cspdarknet53 in You Only Look Once version 4 (YOLOv4) is used
as the backbone network of our model, and the spatial pyramid pool strategy is used to extract multi-scale
features to enhance the robustness of the model. The second part is feature fusion module. By referring to
the PANet structure, the three effective feature layers in feature extraction module are fused repeatedly. The
last part is prediction module. The network outputs a series of fine-grained text proposals by referring to the
CTPN structure, which are connected into text lines by text line construction algorithm. We experimentally
demonstrate the effectiveness of the detection model with the precision of 92.46% and the recall of 91.74%
in the text detection task of the dataset CMPTD.

INDEX TERMS Chinese medical photocopying, text detection, YOLOvV4, text line construction algorithm,
convolutional neural network.

I. INTRODUCTION clinical drug consultation system of Datong company,

With the development of artificial intelligence technology,
more and more attention has been paid to digital construc-
tion, which is one of the key construction projects vigor-
ously promoted by many countries in recent ten years. The
pharmaceutical industry is no exception. In the past decade,
the digital process of medical services has been introduced
into some European countries. Even some have reached a
advanced level, such as northern Europe [1]-[3]. In order to
promote the use of electronic health records, some developed
countries, such as the United States, have also formulated
corresponding incentive policies [4], [5]. However, develop-
ing countries, such as China, still have some shortcomings in
this respect [6]. At the same time, some application softwares
have come out one after another. For example, the ratio-
nal drug use monitoring software of Meikang company, the
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the drug database of US FDA, etc.

A large number of unstructured medical paper documents
produced in the process of long-term historical development
are important medical data, which can be transformed into
structured data through digital processing technology, so as
to create resource database or learning database for medical
industry and related personnel [7]. Based on the above back-
ground, the original intention of our work is to extract the
unstructured data from medical photocopies such as Chinese
drug package inserts and convert them into structured data,
which mainly involves optical character recognition (OCR)
technology.

Although OCR technology performs well in some scenes,
such as machine translation and image retrieval [8], [9], text
detection and recognition still face many challenges, such as
the diversification of text in street scenes and the scanning
of low-quality data such as books left in Google Books
service [1], [10].
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FIGURE 1. Structured information extraction pipeline for Chinese drug package inserts. The entire process can be divided into four main steps,
including preprocessing of drug package inserts, text area detection, text recognition and structured information extraction.

Our work is to extract structured information from the text
of drug packaging inserts and store it in the database and
finally complete the construction of the medical digital plat-
form. The main process of our project is shown in Figure 1,
which can be roughly divided into four parts:

1) Pretreatment of Chinese medicine package inserts: the
quality of original medical photocopies may be poor
due to acquisition equipment and other human factors,
such as inclined text area, red seal interference, etc.
In order not to affect the effect of subsequent text
detection and recognition, we preprocess some poor
quality medical photocopies, including denoising, seal
filtering, tilt correction and image enhancement.

2) Image text region detection: text region detection is
the main work of this paper, its goal is to detect the
text region of the input image, for drug packaging
instructions, this paper only focuses on its main con-
tent. At this stage, we divide the text detection into four
parts: feature extraction, feature fusion, fine-grained
text prediction and text line construction, which will be
introduced in detail in a later part.

3) Image text recognition: image text recognition is one
of the subsequent steps of text region detection. Its
purpose is to convert the detected text region into a text
string that can be understood by the computer. There
are many text recognition algorithms [10]-[12], where
CRNN [13] model is suitable for our text detection
task. We divide it into three parts: convolution feature
extraction, text sequence feature extraction and CTC
transcription.

4) Image information extraction: The purpose of this stage
is to correct the spelling and grammatical errors of the
text information after recognizing the text, and to clas-
sify or convert it into structured data. It can be divided
into three steps: correction layer, sentence enriching
layer, label prediction layer. This is the work we have
done [7].

This paper focuses on the text detection of Chinese

medicine package inserts. Text detection is the foundation
and premise of our whole project. An accurate and effective
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text detection model will greatly improve the subsequent
steps of our project, such as text recognition and text struc-
tured information extraction. However, some text detection
models that perform well in other text datasets (such as
EAST [14] and CRAFT [15]) are not ideal when they are
directly applied to the text detection task of drug packaging
instructions. It is mainly reflected in two aspects. The first
aspect is that the layout of drug packaging instructions is rela-
tively complex, and contains many elements, such as Chinese
font, Arabic numerals, text trademark, chemical structure of
drugs, etc, which makes the detection difficult. The second
aspect is that the text area of drug package inserts usually has
a large aspect ratio, and the character spacing of text lines
is quite different. The existing text detection model cannot
detect the complete text line area well, which leads to a text
line area often getting multiple detection boxes or missing
some characters, which is not conducive to our subsequent
work.

In order to solve these problems, in the text detection task,
we propose a fine-grained text line region detection model
for medical photocopy dataset. The main contributions of this
paper are as follows:

1) Since there are few text detection datasets in this field,
we created a Chinese medical photocopies text detec-
tion dataset with reference to ICDAR2015 [16] text
detection dataset, and named it CMPTD.

2) A fine-grained text region detection model based on
YOLOv4 [17] and CTPN [18] is proposed, which can
effectively detect the text region of drug packaging
instructions.

3) An improved text line construction algorithm is used,
the output prediction box can wrap the whole text line
area completely and accurately.

4) Module experiments and comparative experiments are
completed, which show the superiority of the proposed
text detection model in CMPTD dataset.

Il. RELATED WORK
This paper focuses on the text region detection of medical
packaging instructions. There is a lot of recent work on

VOLUME 9, 2021



H. Wu et al.: Neural Network Model for Text Detection in Chinese Drug Package Insert

IEEE Access

text region detection, but it can be roughly divided into two
kinds, one is the traditional text detection method based on
manually designed features, the other is the text detection
method based on deep learning. In traditional text detection,
researchers mainly use bottom-up text detection method, and
use artificial features [19]—[21] to detect strokes or characters
in the image. For example, the texture based method [19]
extracts stroke features of Chinese characters through a filter,
and then uses support vector machine for texture classifi-
cation to detect text regions. There are also region based
methods [20], [21] which use some text features (such as
stroke width, number of holes and other morphological infor-
mation) to find candidate regions of text from complex back-
ground, and then get text lines according to some filtering
rules.

The performance of traditional text detection methods
largely depends on artificial features, and is not robust in
different detection scenarios. With the rise of deep learn-
ing, researchers apply deep learning method to text detec-
tion task, which not only makes researchers get rid of the
tedious manual design work, but also greatly improves the
effect of text region detection. Recent text detection meth-
ods based on deep learning are mainly inspired by object
detection [22]-[24] and semantic segmentation [25]-[27].
For example, CRAFT [15] uses the idea of segmenta-
tion to output text lines by detecting single characters and
the connection relationship between characters. CTPN [18]
improves Faster R-CNN [22], uses CNN and BLSTM to
obtain text sequence features, and obtains complete text boxes
by merging small text boxes belonging to the same line. The
fine-grained text detection model in this paper is based on
the same idea. The network predicts a series of small text
boxes, and the text line construction algorithm connects the
small text boxes belonging to the same line, and then outputs
a series of complete text line regions.

The text detection method based on deep learning can
be divided into three directions: method based on bounding
box regression, method based on segmentation and hybrid
method. Most of the methods based on bounding box regres-
sion [18], [28], [29] use convolutional neural network to
extract features and directly predict the location, size and text
score of bounding box. Segmentation based text detection
method [15], [30], [31] attempts to classify or segment text
regions directly from complex background at pixel level, and
get the final text bounding box according to the classification
or segmentation results. The hybrid method [32]-[34] may
use the idea of segmentation and bounding box regression at
the same time. Although it can achieve better text detection
effect, the prediction speed of the network is likely to be
reduced due to the tedious steps. In this paper, we use the text
detection method based on bounding box regression, which is
also the most common text detection method among the three
methods. Our method predicts the regression of the bounding
box by correcting the center coordinates, height and width of
the anchor point, and then obtains the text area of the Chinese
medicine packaging instructions.
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FIGURE 2. Some Chinese drug package inserts in the data set CMPTD.

IIl. TEXT DETECTION DATA SET FOR CHINESE DRUG
PACKAGE INSERTS

Due to the lack of text detection data sets about Chinese
medical photocopies, in order to promote the research in
this field, we refer to the data format of ICDAR2015 [16]
to label the Chinese drug packaging instructions and cre-
ate the Chinese medical photocopies text detection data set
(CMPTD). The image resources of the data set come from
China National Pharmaceutical Group Corp,' but due to the
acquisition equipment or human factors, the quality of the
original photocopies is very poor, such as low definition due
to high exposure, text area tilt, red seal interference and so
on. In order not to affect the text area detection and sub-
sequent copy recognition, we preprocess some poor quality
photocopies, such as seal filtering, tilt correction and image
enhancement. Some Chinese drug packaging instructions in
CMPTD dataset are shown in Figure 2.

After statistics, CMPTD data set has a total of 13793 text
line instances, including 9531 text instances in training set
and 4262 text instances in test set, accounting for about 31%.

In order to make our text detection model have better
performance, we need some prior information of CMPTD
dataset. Therefore, we calculate the minimum circumscribed
rectangle of each text instance, obtain their length and height,
and make mathematical statistics. Figure 3(a) represents the
length distribution of text instances. It shows that in CMTD
dataset, the length of text instances is evenly distributed in the
range of 0-500px; Figure 3(b) shows the height distribution

1 http://www.sinopharm.com/56.html
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FIGURE 3. (a) Length distribution of text line instances in cmptd dataset;
(b) Height distribution of text line instances in cmptd dataset.

of text instances, which shows that the height distribution of
text instances is extremely uneven, and 96.9% of the text
instances are below 30px. Some common target detection
algorithms using anchor mechanism of fixed size, such as
Faster R-CNN [22], SSD [23], may not be suitable for this
situation. Therefore, this paper establishes a fine-grained text
region detection model based on YOLOv4 [17] by referring
to the idea of CTPN [18]. The network predicts a series of
small-scale text boxes, and then is connected to obtain the
text line region through the text line construction algorithm.

IV. THE PROPOSED METHOD

In this section, we will describe our proposed method in
detail. Firstly, the fine-grained text detection model can be
divided into three modules, namely feature extraction mod-
ule, feature fusion module and network prediction module;
secondly, according to the distribution of the length and
height of CMPTD data set. We have improved the anchor
mechanism, which will be introduced in detail in the follow-
ing chapters; finally, this paper also introduces the multi task
loss function used in the model and the improved text line
construction algorithm will be introduced.

A. NETWORK STRUCTURE

Due to the excellent performance of YOLOv4 [17] in the
task of target detection, we design a fine-grained text detec-
tion model based on Chinese medical packaging instructions
with reference to the network architecture of YOLOv4 [17].
Figure 4 shows our proposed network architecture. It mainly
includes three modules: feature extraction module, feature
fusion module and network prediction module. These mod-
ules are described in detail below.

1) FEATURE EXTRACTION MODULE

In our proposed text detection network architecture, the fea-
ture extraction module is composed of CSPDarknet53 and
SPP structure. As the backbone network of the model,
CSPDarknet53 is used to extract the main features in
Chinese medical packaging instructions. It is composed
of the convolution block DarknetConv2D_BN_Mish and a
series of residual network structure blocks Resblock_body.
The network structure of the convolution block Darknet-
Conv2D_BN_Mish is shown in Figure 5 (a). As shown, it is
composed of a standard convolutional layer, a standardized
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FIGURE 5. (a) The network architecture of convolution block
DarknetConv2D_BN_Mish; (b) The change curve of Mish activation
function.

layer and a Mish activation function layer. Mish activa-
tion function is a smooth non-monotonic activation function,
which can help neural networks get better performance, and
has been applied in many computer vision tasks [35]. The
mathematical form of Mish activation function is shown in
Eq (1), and its graph is shown in Figure 5(b).

Mish(x) = x x tanh (log (1 + €")) . (1)

The structure of the residual network structure block Res-
block_body is shown in Figure 6, which is improved from the
convolution block resblock_body of YOLOvV3 [35]. It uses
the CSPnet structure [36]. Its structure is not complicated.
The principle is to split the original residual block stack into
two branches, the main branch continues the original residual
block (ResBlock) stacking. The other branch performs a little
bit of processing first(Conv2D_BN_Mish), and then merges
with the processing results of the main branch on the channel,
Finally, the merged results are employed as the input of the
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FIGURE 6. The structure of the residual network structure block
Resblock_body, which is divided into two branches, the main branch and
the other branch.

transition layer directly. CSPNet [36] has three main advan-
tages: (1) while maintaining the accuracy of CNN network,
itreduces the amount of network calculation and improves the
learning ability of CNN network; (2) it reduces the calculation
bottleneck; (3) the lightweight network structure reduces the
memory cost [36]. There are 5 ResBlock_body convolu-
tional blocks in the backbone network CSPDarknet53, and
the stacking numbers(N) of residual blocks(Resblock) on the
main branches are 1, 2, 8, 8 and 4 respectively.

After the main features are extracted from the main net-
work CSPDarknet53, the text picture also needs to go through
the SPP module. The SPP module enables the CNN net-
work to extract feature maps on multiple scales, and while
enhancing the ability of the neural network to extract features,
it can also be applied to target detection tasks, making the
target detection network adapt to image input of any size.
In our network structure, after performing three convolutions
on the last feature layer of CSPdarknet53, the SPP module
uses the maximum pooling of different scales to process it.
The maximum pooling core size is 13 x 13,9 x 9,5 x 5, 1
x 1. Finally, the different pooling results are merged in the
channel dimension and then subjected to three convolutions
to complete our text image feature extraction.

2) FEATURE FUSION MODULE

In our proposed text detection network architecture, the fea-
ture fusion module applies the idea of PANet [37]structure
to get better text area features, which is part of the feature
fusion network in YOLOV4, as shown in Figure 7. In the
feature extraction module, we extract three effective feature
maps and name them respectively FM1, FM,, FM3. These
three effective feature maps are respectively the feature map
output by the third Resblock_body in the backbone network
CSPDarknet, the feature map output by the fourth Res-
block_body, and the last feature map output by the feature
extraction module. The size of the FM3 feature map is 1/32
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of the input image, so the FM3 is first upsampled by 2 times,
then is concatenated with the FM, feature map whose size
is 1/16 of the input image on the channel dimension, and
then through 5 convolutions For feature fusion, we name the
fused feature map FFM;. In the same way, the feature layer
FM, is fused with FFM; after upsampling twice to obtain
FFM,. FFM> and FFM; are concatenated on the channel
and convolved 5 times to obtain FFM3. Finally, the fused
feature layer FFM3 is convoluted twice. So far, the work
of the feature fusion module has been completed, which is
expressed mathematically as follows.

FFM, = Conv5(Concat(Upsamp2(FM3), FM3))
FFMy = Conv5(Concat(Upsamp(FFM1), FM1))
FFM3 = Conv5(Concat(Downsamp>(FFM3), FFMy)) (2)

In the above formula, Upsamp?2() represents the 2 times
upsampling operation; Downsamp?() represents the 2 times
downsampling operation; Concat() represents the operation
of concatenating the two feature maps on the channel dimen-
sion; Conv5() represents the feature map Perform five convo-
lution operations.

3) NETWORK PREDICTION MODULE

After feature extraction and feature fusion, our fine-grained
text detection network comes to the network prediction mod-
ule. Inspired by the RPN structure [22], our network pre-
diction module is divided into two branches, namely the
prediction text box coordinate regression branch and the pre-
diction text box text score branch. Their size is respectively
(h/16,w/16,4K), (h/16,w/16, 2K), where (h/16, w/16) is
inherited from the size of the final output feature map of
the feature fusion module; 4 represents the offset between
the center coordinates, length and height of the network
prediction box and anchor box, which can be expressed as
(Ax, Ay, Ah, Aw); 2 represents the text and non-text scores
of the small prediction box, K represents the number of
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58x16

FIGURE 8. The specific anchor mechanism, each feature point on the
feature graph corresponds to 10 small-scale anchors with width of 16 and
length of 6, 8, 12, 16, 18, 24, 28, 38, 48, 58 respectively.

anchor boxs we set in advance, we will introduce the Anchor
mechanism in detail below.

B. SPECIFIC ANCHOR MECHANISM

In our text detection project, the object of text area
detection is Chinese medical packaging instructions. From
Figure 2, it can be seen that the length distribution of the
text instances in the CMPTD dataset is relatively balanced in
each interval, but the height distribution of the text instances
is not balanced, most of them are distributed in the interval
below 30px, which indicates that the length distribution of
the text instances in the CMPTD dataset is not clustered
in a certain interval, the number in each length interval is
not much different and the height of the text line belongs
to the same dataset, so the text scale is similar and most of
them are distributed in the interval below 30px. Anchor-based
general target detection, such as FasterRCNN [22], SSD [23],
YOLO [24] etc. Its specific size and specific aspect ratio
anchor box mechanism performs well in some target detec-
tion tasks with little scale changes, such as face detection,
vehicle detection, cat and dog detection, etc., but it is difficult
to accurately predict the text line area in such situations.
Therefore, inspired by CTPN [18], our anchor box mecha-
nism consists of 10 small-scale anchor boxes with fixed width
but not fixed length. In our project, the width of the anchor
box is fixed to 16px, and the length setis setto 6, 8, 12, 16, 18,
24, 28, 38, 48, 58 according to the height distribution of text
instances in the CMPTD dataset, as shown in Figure 8. This
anchor box mechanism can not only regress the bounding box
more accurately, but also predict the text line area we need
more effectively.

C. MULTITASK LOSS FUNCTION

In the fine-grained text detection network in this article,
the network needs to predict the text and non-text scores of
each small text box and the location information of each small
text box. The location information here includes the center
coordinate point, height and width of the text box. Therefore,
the multi task loss function is used as the objective function of
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our training network, which includes text classification loss
and text box regression loss, as shown in Eq (3).

1
Loss (si, 8\{/) = N, E Leis (Si,s;ﬂ)
cls .
1

A
+ 3 Ly (av,, 5vj). 3)
reg =

In the above formula, because the mini-batch strategy is
used to train the text detection network, N represents the
number of anchors that need to be classified in the mini-batch
and i represents the index of the classified anchor in the mini-
batch; s; represents the probability that the network prediction
box is a text box, and s;.k represents whether the anchor is
ground truth, and the value is O or 1. Similarly, N,,, represents
the number of anchors that need to be regression prediction in
mini-batch. Inspired by CTPN [18], this article only considers
the anchors that are judged as positive samples. Here, anchors
with ground truth /JOU (Intersection over Union) > 0.7 are
considered as positive samples, and anchors with IOU < 0.3
are considered as negative samples. Finally, dv; represents
the position offset between the network prediction box and
the j-th positive sample in the mini-batch, §v} represents the
position offset between the ground truth and the j-th positive
sample in the mini-batch, and A represents the balance Param-
eter of multi-task training, which is set to 1 in this paper. L
represents the classification loss function. Here we use the
commonly used two-class softmax loss function. The specific
mathematical form is as follows,

Les (s,-, sf) = - [s;" log s; + (1 - sl*) log (1 — si)] . @

s; represents the probability that the network prediction box
is a text box, and s} represents whether the anchor is positive
sample, and the value is O or 1. L, represents the bounding
box regression loss. In CTPN, the Bounding box regression
loss uses the smoothed-L1 loss function proposed in Fast
RCNN [38]. Smoothed-L.1 loss has better robustness than
L1 loss and L2 loss. When the difference between the model
prediction box and the ground truth is large, the gradient value
is limited; when the difference between the model prediction
box and the ground truth is small, the gradient value remains
small enough. Therefore, in this paper, the bounding box
regression loss still uses the smoothed-L1 loss function. Its
mathematical form is as follows.

Lyeg <8vj, Sv;-k) = Z smoothy, <8vj - SV;“) 5)

Jetx.y,h,w}
0.5x2 if |x| <1
smoothy, (x) = 6
L () {|x| — 0.5 otherwise ©

8v; and 8v} represents the output value of the text detection
model and the value of bounding box to be regressed, which
includes four parts: the abscissa and ordinate of the center
of the detection box or the real box, and the corresponding
height and width. Among them, the specific mathematical
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form of SV;‘(]’ € x,y, h, w) is as follows

Sy = (cf — ) /w dvy = (c; - c;) /h¢ (7

v, = log (h*/h%)  8v}, = log (W*/w") (8)
(¢}, ¢}, h*, w*) represents the coordinates of the center point,
length and height of the ground truth box; (¢, c;, h*, w®) rep-
resents the coordinates of center point, length and height of
the anchor corresponding to ground truth box; Anchor height
has been mentioned in the specific anchor mechanism section
above. There are 10 candidate values for anchor height, which
is determined according to the distribution of text line length
in CMPTD dataset, while 7 represents the height of the
anchor that has the highest IOU value with the ground truth
box; w* has only one candidate value, which is set to 16px in
this paper. §v; is the output value of the text detection model,
but it also needs to carry out the inverse operation of Eq (7)
and Eq (8) to convert it into the center point coordinates,
height and width of the prediction box.

D. TEXT LINE CONSTRUCTION

Inspired by CTPN and [39], the text line construction algo-
rithm is shown in algorithm1. The fine-grained text prediction
model proposed in this paper infers a series of small-scale
prediction boxs pb after feature extraction and fusion of med-
ical packaging instructions. After transformation, the upper
left corner poordinates (xi, y’i ), lower right corner coordi-
nates (x3,y5) and the corresponding text prediction score
score; of each small-scale prediction box are given. First,
the prediction text box set is sorted from small to large in
the x; direction (line 1); Then, the following operation is
performed for each prediction box pb'. In the prediction box
set lookforward (pb', gap) whose horizontal forward distance
from pb' is less than gap (gap in this paper is set to 35 through
experiments), the pb/ whose Overlap,(pb', pb/) is greater
than the threshold th, (th, in this paper is set to 0.7) and
Similarity(pb', pb/) is greater than the threshold th (thy in this
paper is set to 0.7) is selected and added to the candidate set
of pbcaa, (lines 4-8); In the algorithm, Overlap,(pb’, pb/) and
Similarity(pb', pb/) functions are defined as follows:

min (y’2 Y/z) — max (yl1 , )/1)
min (5 — 4.5 =)
min (34 = .35 =)
max (3% ~ 4.4 %)
Finally, the text prediction box pby with the largest score
value is found in the candidate set (line 9). Similarly, the pre-
diction box score maxscore(Pbeaa, ) satisfying the above condi-
tions is obtained by horizontal reverse searching for pb* . If the
prediction box pb’ score is greater than maxscore(Pbcdd, ), then
the prediction boxs pb’ and pb* is the longest connection, and

Graph(i, k) = True is set (lines 10-17). After traversing the
prediction box set pb, a series of small-scale prediction boxs

overlapv(pbi, pbi ) = 9

Similarity(pb', pb/) = (10
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Algorithm 1 Text Line Construction
Input: Predicted box set:
pb{pbl,pbz, -, pb"}; pbi = (xi, y’i, xé, yé, scorei).

Output: Output: Text line proposal set: tip.

1: pb < Sorty, (pb);

2: for pb' in pb do do

3 pbeda, <[], pbeas, < [1;

4. for pb in lookforward (pb', gap) do do

5 if Overlap,(pb', pb/) > th,

& Similarity(pb', pb/') > th then

6 Pbeda, < pbeaa, U pb;

7: end if

8:  end for

9: pbk <~ argmaxscore(pbcddl);

10:  for pb in lookbackward (pb*, gap) do do
11: if Overlap, (pb*, pb*) > th,

& Similarity(pb*, pb') > th, then

12: Pbedd, < Pbeda, U pb';
13: end if

14:  end for

15 if pbi[score] > MmaxXscore(Pbeda,) then
16: Graph(i, k) = True;
17:  end if

18: end for

19: tlp_group < graph_connect(Graph);
20: tlp < tlp_connect(tlp_group);
21: return tlp;

belonging to the same line of text area are connected into a
line, and the final algorithm outputs the text line proposal set
tip (lines 19-21).

V. EXPERIMENTS AND ANALYSIS

A. EXPERIMENTAL DETAILS

Since Cspdarknet53 in YOLOv4 is used as the backbone
network of the fine-grained text line region detection model
in this paper, we use the model trained on COCO data set [40]
as the pre-training model of our backbone network, and then
use our own CMPTD data set to train the model. In order to
enhance the robustness of our text detection model, we adopt
a multi-scale training strategy. When the length width ratio
of the input image remains unchanged, the long side size is
set to (512,576,640,736,800) in turn, and the corresponding
batch size is set to (10,8,6,4,4) in turn. Each size is trained
with 50 epochs. For example, the first input image size of the
model is 512. After 50 epochs data sets training, the input size
of the model is increased to 576, and the training continues.
The model trains 360 epochs in total, and the long side size
of the image is increased to 800. The network optimizes the
model by SGD and momentum method, where the momen-
tum is set to 0.99 and the weight decay is set to 5 x 1074,
The initial learning rate of the model is 0.001, and the cosine
annealing strategy [41] is used to adjust the learning rate,
which helps the model to jump out of the local minimum and
reach the global optimal solution. In the i-th run, the learning
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FIGURE 9. The learning rate change curve of using the cosine annealing
decay strategy, the learning rate repeatedly decreases and rises in the
early and mid-term of training. At the end of training, the learning rate no
longer rises and gradually decreases.

rate decay formula is shown in Eq (11).

Nr = Njyin + % (n;nax - n;nin> (1 + cos %n) .
L

nfnin and nl . are the minimum and maximum learning rates
respectively; T, represents the number of epochs that have
been iterated since the last restart, and 7; is a fixed value,
usually half of the cosine period. The learning rate curve
of this paper is shown in Figure 9. In addition, in order
to enhance the generalization ability of the model, some
common data enhancement operations are used in this paper,
such as randomly changing the brightness, contrast and sat-
uration of the input image. All the experiments are based
on the PyTorch deep learning framework. Our model runs
on the Ubuntu 20.04 system and two GTX2080Ti graphics
cards.

B. EVALUATION METHOD

In order to objectively evaluate the text line detection effect
of our model on CMPTD dataset, we use the evaluation
method for text detection based on DetEval [42]. DetEval,
as a criterion of ICDAR2013 competition, is often used by
researchers to evaluate the text detection performance of
the model on ICDAR2013 dataset. This evaluation method
has three indexes, including Precision, Recall, and Hmean.
Precision reflects the correct ratio of the model text pre-
diction, while Recall reflects the proportion of the real text
area in the dataset correctly predicted. As for Hmean, it is
a comprehensive index of Precision and Recall. They can
effectively evaluate the matching relationship between the
model detection boxs and the ground truth boxs, including
one-to-one, one-to-many, and many-to-one matching. The
mathematical form of these three indicators is as follows:

o TP
Precision = ——
TP + FP
TP
Recall = ———
TP + FN
Pecision x Recall
Hmean = 2 x (12)

Precision + Recall
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FIGURE 10. (a) The declining curve of the loss function when we train the
model, including regression loss, classification loss, and total loss; (b) The
change curve of the training model on the test set, including accuracy,
recall, hmean.
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FIGURE 11. (a) The parameter gap is set too small, and the text line is
broken; (b) The parameter gap is set too large, and the prediction boxes
belonging to two text lines are assigned to the same text line.

where, TP, FP and FN are the number of correct detection,
error detection and missing detection respectively. In this
paper, precision, recall and hmean are used to evaluate the
detection effect of our fine-grained text detection model on
CMPTD test set.

C. EXPERIMENTAL RESULTS AND ANALYSIS

1) MODULE EXPERIMENT

Inspired by CTPN and YOLOv4, we do experimental
research on SPP module, feature fusion module(FF) and
BGRU module. In order to find out which combination
of these three modules has the most positive impact on
fine-grained text detection network, this section conducts
addition and subtraction experiments on these three modules
on CMPTD dataset. In order to ensure the effectiveness of
the experiment, the experimental conditions are basically the
same except for the three module variables. The experimental
results are shown in Table 1.
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TABLE 1. Addition and subtraction combination experiment of three
modules: SSP module, the FF(Feature fusion) module and BGRU module.
“P” means Precision, “R” means Recall, “H” means Hmean.

ourmodel SSP BGRU FF P(%) R(%) H(%)
baseline 91.90 9137 91.63
v 9190 9125 91.50

v 9229 90.71 91.49

v v 9246 9174 9210

v v 9170 90.71  91.20

v v v 9145 9207 91.76

The benchmark model in Table 1 means that we directly
use Cspdarknet53 as the feature extraction module of the
model, and then directly connect with the network prediction
module. At this time, the hmean value of the model reaches
91.63%, and the effect is not bad. This may be due to the
fact that the number of images in the CMPTD dataset is not
very large. Secondly, in the experiment in Table 1, it can be

VOLUME 9, 2021

found that when the SSP module and the FF module are used
in combination, the accuracy and hmean value of the model
are the highest, respectively 92.46% and 92.10%, which
indicates that the text detection model has the best accuracy
and comprehensive performance in text region prediction.
Therefore, the combination of SSP module and FF module
is selected as a part of the fine-grained text detection model
proposed in this paper. On this basis, we continue to increase
the BGRU module(The BGRU module is added after the
fusion feature layer FFM3 in the manner of adding BLSTM in
CTPN). At this time, the recall rate of the model is the highest,
reaching 92.07%, but the precision rate and hmean value are
reduced. This tells us that the text detection model at this time
can predict the most text regions, but the accuracy and overall
performance of the text region prediction are decreased.

In the section of text line construction algorithm, the super
parameter gap represents the maximum horizontal distance
that the prediction box is looking for. Theoretically, the larger
the gap is set, the larger the spacing of small prediction boxes
in the same text line can be. In other words, for the small
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TABLE 2. Experimental data of superparametric gap.

Gap P(%) R(%) H(%)

20 88.64 91.18 89.89
35 9246 91.74 92.10
50 92.51 9155 92.03
65 9233  91.18 91.75

prediction box set with larger spacing, the model tends to
attribute it to the same text line. When the gap is set too small,
the prediction box belonging to the same text line will be
divided into different text lines, and the text detection of the
model will break, As shown in Figure 11(a); When the gap
is set too large, the prediction box that belongs to two text
lines will be assigned to the same text line, which will lead
to a longer text line and more white space, which is not con-
ducive to the subsequent work of text recognition. As shown
in Figure 11(b); Table 2 shows the detection effect of the
fine-grained text detection model in the case of different super
parameter horizontal gap values in the CMPTD dataset. It can
be found that when the horizontal gap is set to 35, the effect
of the model is the best.

2) COMPARISON EXPERIMENT

In this section, in order to objectively evaluate the text line
detection ability of our proposed fine-grained text detection
model on the CMPTD dataset, we compare it with the current
text detection model (CRAFT [15], EAST [14], CTPN [18])
that performs well in text detection tasks on the CMPTD
dataset. CRAFT belongs to segmentation based text detection
algorithm, but it is not pixel level segmentation. It detects
a single character and the connection relationship between
characters and then connects characters according to the
connection relationship, finally forms a text line. CRAFT
has strong generalization ability, and can process text in
any direction, even curve text and distorted text. However,
the detection effect in CMPTD dataset is not ideal, as shown
in Figure 12(a). For characters with large interval, it is easy
to divide them into two separate text lines, and there are some
false detection, in other words, it performs well in recall,
but the precision of text detection results is not ideal, which
is not conducive to the subsequent text recognition work.
EAST is a two-stage text detection method and its detection
shape is a rotating rectangle and a quadrilateral, which can
detect both words and text lines. However, limited by the
receptive field, the detection of both ends of long text is
often inaccurate, that is, its precision of text detection on the
CMPTD dataset is poor, as shown in Figure 12(b); CTPN
is improved from Faster R-CNN [22], a detection algorithm
that performs well in target detection tasks. CTPN com-
bines convolutional neural network (CNN) and bidirectional
long-term and short-term memory network (BLSTM) and has
good detection effect for horizontal text and the detection
effect for other directions is general. For most of the CMPTD
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data sets with horizontal text lines, it has good detection
effect, but there are still some missed detections, as shown
in Figure 12(c). Our method not only can better extract text
features, but also can accurately and completely detect text
regions in any direction by setting a specific anchor mecha-
nism and using an improved text line construction algorithm,
In other words, it has achieved excellent performance in terms
of precision and recall, as shown in Figure 12(d).

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a fine-grained text detection
network for the text detection task of Chinese packaging
instructions and built a dataset CMPTD to train and test the
model. On the basis of YOLOv4 and CTPN, through the
specific anchor mechanism and using the improved text line
construction algorithm, in the experiment of module addition
and subtraction combination, our model achieves 92.46%
precision and 91.74% recall on the CMPTD dataset, and the
effect is excellent. In the future, in order to structurally extract
the text information from medical photocopies, we will con-
tinue to study the text recognition and information extraction
of Chinese medical photocopies after the improvement of
text region detection. Finally, we will form a complete infor-
mation extraction pipeline of Chinese medical photocopies,
which will be conducive to the construction of medical digital
platform in developing countries.
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