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ABSTRACT This paper is concerned with the feedback stabilization of discrete time singularly perturbed
systems under information constraints. First, the designed coder and decoder are connected via a limited
communication channel with data packet dropout, which is assumed to obey the independent and identically
distributed Bernoulli processes. Under the above conditions, the transmission error between estimated state
and input state will tend to zero exponentially. Meanwhile, the upper bound of the packet loss rate can also
be obtained when the communication channel capacity is limited. Then, under the proposed coder-decoder
pair, a sufficient condition for the asymptotic stability of the closed-loop system is given by linear matrix
inequalities. Furthermore, the upper bound of the small perturbation parameter for the stability of systems
can be explicitly estimated with a workable computational way. Finally, two examples are given to illustrate
the effectiveness of the proposed method.

INDEX TERMS Singularly perturbed systems, input-to-state stability (ISS), linear matrix inequality (LMI),
data packet dropout, limited information.

I. INTRODUCTION
In recent years, the singularly perturbed system has attracted
more and more attention due to its wide application in engi-
neering practice, such as tunnel diode circuit nonlinear cir-
cuit, time invariant RLC network, aircraft control system,
armature control dc motor, nuclear reaction, etc. The most
essential characteristic for dealing with this kind of system
is to alleviate the high dimensionality and ill-condition phe-
nomenon from the interaction of slow and fast dynamics.
In the case of the small parameter ε = 0, the corresponding
singularly perturbed system will be reduced to a singular
system. Meanwhile, many results have been obtained, for
example, the asynchronous H∞ filtering for fuzzy singular
Markovian switching systems with retarded time-varying
delays is considered in [1], it is shown that novel
admissibility and filtering conditions have been given
to guarantee the stochastic admissibility and the H∞
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performance level. Reference [2] considers the issue of
asynchronous feedback control for fuzzy singular systems
with mode-dependent time-varying delays via T-S fuzzy
control technique under observer-based event-driven char-
acteristic. The results show that, by parallel distributed
compensation technique, the asynchronous fuzzy feedback
controller can be devised and the asynchronous fuzzy con-
troller modes can be depicted by a hidden Markovian model.
However, It should be mentioned that a direct application of
the approach for singular systems may lead to ill-conditioned
results and induce the numerically stiff problem for the pres-
ence of the small parasitic parameter ε. Therefore, the singu-
larly perturbed system is basically different from the other
normal systems due to the appearance of small perturbed
parameters. For the continuous time singularly perturbed sys-
tems, so far, it has been basically mature, and many results
have been reported [3]–[8]. For example, by the Riccati
equations approach, Shi, et al. in [6] investigates the robust
disturbance attenuation with stability for singularly perturbed
linear systems with matched condition. In [8], the absolute
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stability problem for Lur’e singularly perturbed systems is
considered, where the stability criterion in terms of linear
matrix inequalities (LMIs) is obtained.

For the research of the discrete time singularly perturbed
systems, many results have also been obtained [9]–[16].
Based on the two-step methodology and the Riccati equation,
the H∞ controller design for fast sampling discrete-time sin-
gularly perturbed systems is given in [9], [10]. It is noticed
that the method involves a large number of calculations,
and thus it is difficult to apply in a high dimension sys-
tem. Recently, the LMI technique has also been proposed to
solve the H∞ problem for different kinds of discrete-time
linear singularly perturbed systems [11]–[15], which effec-
tively eliminates the regularity restrictions that are attached
to the Riccati-based solutions. Reference [16] considers the
problem of designing a hybrid composite dynamic output
feedback controller for the fast sampling discrete-time sin-
gularly perturbed system, in which sufficient conditions are
presented to calculate the gain matrices of the dynamic output
feedback controller based on the two low-order subsystems.

On the other hand, with the progress of computer tech-
nology and network communication technology, networked
control systems have entered a stage of rapid development
and developed many results; see the survey paper [17] and
the references therein. In classic control theory, it is usually
assumed that the control signals can be transmitted with
infinite precision. However, it is just not the case in practi-
cal situations, e.g. for networked control systems, in which
the controlled plant and controller are installed in different
places, the control signals can be transmitted via a limited
communication channel. In this case, due to the bandwidth
constraint, time delay and data packet dropout may occur
during data communication, these are very important prob-
lems in networked control systems. Recently, some methods
have been studied to deal with the above-mentioned prob-
lems [18]–[24]. In [21], the admissibility analysis and sta-
bilization for implicit Markovian jump systems (IMJSs) with
retarded discrete-distributed delays are considered, in which
admissibilization conditions are presented in terms of LMIs.
Reference [22] addresses the problem of non-fragile delay
feedback control for neutral stochastic Markovian jump sys-
tems with time-varying delays. Zhou and Zhang in [23] study
the H-infinity fault detection for time-delays delta operator
systems with random two-channels packet losses and limited
communication. The result shows that the sufficient condi-
tions for the asymptotical stability of the residual systems
with performance based on delta operator systems can be
obtained by using the Lyapunov functional technique. More-
over, some results of the singularly perturbed network con-
trol system have also been obtained [25]–[27]. For example,
the model-based networked control for singularly perturbed
systems with nonlinear uncertainties is studied in [25]–[26].
Due to the limited communication channel, when the signal
is transmitted through the network, the signal needs to be
sampled and quantized. So far, various quantization methods
have been developed [28]–[31]. It is shown in [29] that a

recursive coder–decoder state estimation scheme is proposed
when considering a state estimation problem for a linear
continuous-time system via a limited capacity communica-
tion channel. In [30], the problem of achieving ISS with
respect to completely unknown disturbances for linear control
systems with quantized state measurements is considered,
in which a new dynamic quantized control design method-
ology is presented.

Recently, the feedback stabilization problem with lim-
ited information for singularly perturbed systems has also
been considered [32]–[38]. For example, Tian et al. in [38]
considers the quantized feedback problem of discrete time
singularly perturbed systems with information constraints,
the result shows that the controlled system can be stabilized
under the proper quantization scheme. However, it is noted
that the packet loss problem has not been considered in
the above results. To our best knowledge, the stabilization
problem for discrete-time singularly perturbed systems with
packet loss and quantization has seldom received attention.
Is still possible to reach stabilization for such a control sys-
tem? Unfortunately, there is no clear conclusion at present.
Therefore, further research on this topic is necessary.

Motivated by the above, this paper studies the feedback
stabilization of discrete-time singularly perturbed systems
under information constrains, in which the dropout packet
loss is considered. It is assumed that the controlled system
and the controller are connected via a limited communication
channel, in which the control signal coded and sent may be
lost due to the limited bandwidth. The results show that the
proposed procedures can stabilize the system at a certain
level of data packet loss rate. Compared with the existing
results, the developed method in this paper has the following
advantages: 1) An auxiliary system is added in the design
of coder and decoder, thus the difficulty for the meaningless
limit in the discrete system is overcome; 2) The nonlinear
disturbances include the fast and slow states, which make
the considered system more generally; 3) By constructing the
Lyapunov function, the sufficient conditions for the input-to-
state stability of the closed-loop system are given in terms
of LMIs, and more complex equations are not involved;
4) The upper bound of the small perturbation parameter can
be solved by GEVP, and the LMI Toolbox can be used to
tested numerically efficiently.

II. PROBLEM FORMULATION
Consider the following discrete-time singularly perturbed
systems with nonlinear perturbed given by

x1 (k + 1) = (I + εA11) x1 (k)+ εA12x2 (k)

+εBu1u (k)+ εH1f1 (x1, x2, u (k)) , (1a)

x2 (k + 1) = A21x1 (k)+ A22x2 (k)

+Bu2u (k)+ H2f2 (x1, x2, u (k)) , (1b)

where x1 ∈ Rn1 , x2 ∈ Rn2 (n1 + n2 = n), represent the state
vectors of the slow and fast modes, respectively; u ∈ Rs is the
input vector; ε is a positive singularly perturbed parameter;
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In the systems (1a) and (1b), all matrices are constantmatrices
with appropriate dimensions. fi(x1, x2, u(k)) (i = 1, 2) is
assumed to satisfy the following Lipschitz condition for all
(x1, x2, u) , (x̃1, x̃2, ũ) ∈ Rn1 × Rn2 × Rs,

‖fi (x1, x2, u (k))− fi (x̃1, x̃2, ũ (k))‖ ≤ ‖Fi1 (x1 − x̃1)

+Fi2 (x2 − x̃2)+ F1 (u− ũ)‖ , i = 1, 2. (2)

where Fij(i = 1, 2; j = 1, 2) and F1 are known constant
matrices with appropriate dimensions.

We also assume that the initial condition x(0) of the system
(1) lies in a known set χ .

Define

x =
(
x1
x2

)
,E0 =

(
I 0
0 0

)
,Eε =

(
εI 0
0 I

)
,

A =
(
A11 A12
A21 A22

)
,H =

(
H1 0
0 H2

)
,Bu =

(
Bu1
Bu2

)
,

f (x, u) =
(
f1 (x1, x2, u (k))
f2 (x1, x2, u (k))

)
,

F =
(
F11 F12
F21 F22

)
.

The system (1) can be rewritten as

x (k + 1) = Aεx (k)+ Buεu (k)+ Hεf (x (k) , u (k)) , (3)

where Aε = E0 + EεA,Buε = EεBu,Hε = EεH .
It is easy to verify that the nonlinear item f (x(k), u(k)),

satisfies the following conditions for all (x(k), u(k)) ∈ Rn ×
Rs:

‖f (x (k) , u (k))− f (x̃ (k) , ũ (k))‖

≤ ‖F (x − x̃)+ F1 (u− ũ)‖ . (4)

This paper considers the stabilization problem of the sys-
tem (1) via a limited capacity channel with data packet
dropout. First, when the signal is transmitted via a limited
communication network, it is assumed that there exists the
data packet dropout. In particular, given a sampling period
p, the coded signal h (jp) is obtained from the state x (k) of
the system, which is selected from the encoded table H of
size q and transmitted by the network at the time jp. Because
the transmission channel capacity is limited, the coded sig-
nal may be lost during transmission. Therefore, we add a
register in front of the decoder. Registers produce a set of
discrete variables δ (jp) whose values are 0 or 1. δ (jp) = 0
and δ (jp) = 1 represent the loss and successful transmis-
sion of coded signals, respectively. At the remote reception,
a decoder is designed to decode the received code-words and
produce the estimate state x̂ (k) of the controlled system. This
situation is illustrated in Fig. 1.
Remark 1: The switch in the Fig. 1 is closed (that is,

the location of S1) indicating that the coded signal h (jp) is
transmitted successfully. At this point, the state estimation
x̂ (k) and the control input u (k) will be updated accordingly.
When the switch is open (i.e. located in S2), the coded signal
h (jp) is lost. At this point, the estimated state x̂ (k) and the

FIGURE 1. State encoding via a communication channel.

control input u (k) will not be updated; in this case, the data
of the previous moment will continue to be used.

The encoder-decoder used in this paper is mainly derived
from the literature [29]. Specially, the coder and the decoder
are of the following form:

Coder:

h(jp) = =j(x(·)|
jp
0 ); (5)

Decoder:

x̂(k)|(j+1)pjp = ℵj(h(p), h(2p), · · · · · · , h(jp)), (6)

where =j and ℵj(j = 1, 2, · · · , n) are coder and decoder func-
tions to be designed, and δ (jp) ∈ {0, 1} obey independent and
identically distributed Bernoulli processes with

Prob {δ (jp) = 0} = δ, Prob {δ (jp) = 1} = 1− δ. (7)

Remark 2: In the discussion of this article, without loss
of generality, it is assumed that the first coder signal is
transmitted successfully. Meanwhile, we also assume that,
at each transfer time jp, the decoder always knows the value
of the previous switch variable δ (jp− p). This means that the
encoder is always able to obtain information that the encoded
signal whether successfully transmitted.
Definition 1: ([39]) Consider the discrete-time nonlinear

system:

x(k + 1) = f (x(k), u(k)), (8)

where state x(·) is in Rn, f : Rn×Rq→ Rn is continuous and
locally Lipschitz in x and u. The input u is a bounded function
for all k ≥ 0. Then the system (8) is said to be input-to-state
stable (ISS) if there exist a class KL function β and a class
K function γ such that for any initial state x(0), the solution
x(k) exists for all k ≥ 0 and satisfies:

‖x(k)‖ ≤ β (‖x(0)‖ , k)+ γ sup
0≤τ≤k

‖u(τ )‖ . (9)

In the following, we give some lemmas and theorems
which play an important role in the design of our stabilization
procedure.
Lemma 1: [39] Let V : Rn → R be a continuously

differentible function such that

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),

V (x(k + 1))− V (x(k)) ≤ −W (x(k)), ‖x‖ ≥ ρ (‖u‖) > 0,
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where α1 and α2 are class K∞ functions, ρ is a class K
function, and W (x) is a continuous and positive definite
function on Rn. Then, the system (8) is input- to-state stable
with γ = α−11 ◦ α2 ◦ ρ.
Lemma 2:Given a scalar α ≥ 1, if there exist a scalarµ1 >

0, matrices 0 < P11 ∈ Rn1×n1 , P21 and 0 < P22 ∈ Rn2×n2
such that the following linear matrix inequality holds

3̄ = 30 +31 < 0, (10)

where

30 =


21 22 P11H1 PT21H2
∗ 23 0 P22H2
∗ ∗ −µ1I 0
∗ ∗ ∗ −µ1I

 ,
21 = PT11A11 + A

T
11P11 + A

T
21P21 + P

T
21A21 + µ1FT11F11

+µ1FT21F21,

22 = P11A12 + P21A22 + µ1FT11F12 + µ1FT21F22
−α2PT21 + A

T
21P22,

23 = µ1FT12F12 + µ1FT22F22 + A
T
22P22 + P22A22

−α2P22 − P22,

31 = (A1 H)T P2 (A1 H) ,

A1 =
(
A11 A12
A21 A22 − I

)
,P2 =

(
0 0
0 P22

)
, (11)

then there exists an ε∗1 > 0, such that, for any two solutions
z1(k) and z2(k) of the system (3), the following inequality

‖z1(k + 1)− z2(k + 1)‖∞ ≤ µα ‖z1(k)− z2(k)‖∞ (12)

holds for ε ∈ (0, ε∗1] and k ≥ 0, where

µ =

√
n
λmax(α2Pε)
λmin(α2Pε)

(1−
λmin(−5ε)
λmax(α2Pε)

),

Pε =
(
ε−1P11 PT21
P21 P22

)
. (13)

Proof: First, since P11 > 0 and P22 > 0, there exists
a scalar ε11 > 0 such that P11 − εPT21P

−1
22 P21 > 0 for all

ε ∈ (0, ε11]. By Schur Complement Lemma, it yields

Pε =
(
ε−1P11 PT21
P21 P22

)
> 0, ε ∈ (0, ε11].

Next, let

z(k) = α−k (z1(k)− z2(k)),

φ(k) = α−k (f (z1(k), u(k))− f (z2(k), u(k))),

then, we have

z(k + 1) = α−(k+1)(z1(k + 1)− z2(k + 1))

= α−(k+1)[Aε(z1(k)− z2(k))+ Hε(f (z1(k), u(k))

−f (z2(k), u(k))]

= α−1Aεz(k)+ α−1Hεφ(k), (14)

where ‖φ‖ ≤ ‖Fz‖.

Hence, we can choose the candidate Lyapunov function as:

V1(z(k)) = α2zT (k)Pεz(k).

For constants α ≥ 1 and µ1 > 0, the derivative of V1 along
the system (13) yields

1V1(z(k)) = V1(k + 1)− V1(k)

= α2zT (k + 1)Pεz(k + 1)− α2zT (k)Pεz(k)

≤ α2zT (k + 1)Pεz(k + 1)− α2zT (k)Pεz(k)

+µ1(zTFTFz− φTφ)

≤

(
zT φT

)
5ε

(
z
φ

)
,

where

5ε = 3̄+ ε32,32 = (A H)T
(
P11 PT21
P21 0

)
(A H) . (15)

It follows from (10) that there exists a sufficiently small scalar
ε12 > 0 such that 5ε < 0 for any given ε ∈ (0, ε12],
thus 1V1(z(k)) < 0. Let ε∗1 = min {ε11, ε12}, then, we can
get Pε > 0 and 1V1(z(k)) < 0 for any given ε ∈ (0, ε∗1].
Denoting λ0ε = λmin(−5ε), λ1ε = λmin(α2Pε), we have
λ0ε > 0, λ1ε > 0 and

1V1(z(k)) ≤ −λ0ε(||z(k)||2 + ||φ||2) ≤ −λ0ε||z(k)||2

for any ε ∈ (0, ε∗1]. In addition, let λ2ε = λmax(α2Pε) > 0,
one has

V1(z(k)) = α2zT (k)Pεz(k) ≤ λ2ε ‖z(k)‖2 .

Then, we have 1V1(z(k)) ≤ −λ0ε ‖z(k)‖2 ≤ −

λ0ελ
−1
2ε V1(z(k)). This indicates

V1(k + 1) ≤ (1− λ0ελ
−1
2ε )V1(k),

therefore

‖z(k + 1)‖∞ ≤

√
n
λ2ε

λ1ε
(1−

λ0ε

λ2ε
) ‖z(k)‖∞ ,

let µ =
√
nλ2ε
λ1ε

(1− λ0ε
λ2ε

), due to

z(k) = α−k (z1(k)− z2(k)),

we get

‖z1(k + 1)− z2(k + 1)‖∞ ≤ µα ‖z1(k)− z2(k)‖∞

for all k ≥ 0. This completes the proof.
Remark 3: The estimation of an upper bound ε∗1 > 0 to

guarantee that the inequality (13) holds for all ε ∈ (0, ε∗1] is
also an interesting topic. It follows from Lemma 2 that the
upper bound ε∗1 = λ−11 > 0 can be obtained by solving the
following minimization problem

minλ1s.t.W < λ1P11,
(
W PT21
P21 P22

)
> 0,

3̄ < 0,32 < −λ13̄, (16)

where W is a positive definite matrix, 3̄ and 32 are defined
in (11) and (15), respectively, which can be solved effectively
by applying GEVP solver in LMI control toolbox.
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III. MAIN RESULTS
In this subsection, we have two goals. First, an appropri-
ate encoder-decoder pair is designed to guarantee that the
transmission error tends to zero exponentially. Meanwhile,
the channel capacity and the maximum packet loss rate can
be obtained; Second, a suitable feedback control law with
transmission error as the input is designed, such that the
sufficient condition for the ISS of the system (3) is obtained
and then the asymptotical stability also can be achieved based
on the ISS property.
Definition 2: The systems (1) is said to be stabilization via

a limited channel, if there exists a coder-decoder (5) and (6)
such that

lim
k→∞

E {‖x (k)‖∞} = 0, ) (17)

where E is a mathematical expectation.

A. UNIFORM STATE QUANTIZATION
Next, we first recall the uniform state quantization method
in [29].

Suppose that the number N taken by the coder satisfies
N = qn, where q is a positive integer. For any given constant
r > 0, the super-cube box B(0, r) = {x ∈ Rn| ‖x‖∞ ≤ r} is
partitioned into qn equal super-cube boxes. The i component
xi of x is divided into q disjoint intervals by the following
way:

I i1(r) : =
{
x i : −r ≤ x i < −r +

2r
q

}
,

I i2(r) : =
{
x i : −r +

2r
q
≤ x i < −r +

4r
q

}
,

· · ·

I iq(r) : =
{
x i : r −

2r
q
≤ x i ≤ r

}
.

Then, for any given x ∈ B(0, r), there exist a group of integers
ij ∈ {1, 2, · · · , q} , j = (1, 2, · · · , n) such that

x ∈ I1i1 (r)× I
2
i2 (r)× · · · × I

n
in (r) ⊂ B(0, r).

The center of the super-cube box I1i1 (r)× I
2
i2
(r)×· · ·× Inin (r),

containing the original state x is defined as

Cr (i1, i2, · · · , in) =
[
−r +

2i1 − 1
q

r , −r +
2i2 − 1
q

r,

· · · , −r +
2in − 1
q

r
]T
.

B. STATE FEEDBACK STABILIZATION
Now we are in the position to design the coder-decoder pair.
For convenience, we denote

a(0) = m0 = sup
x0∈ χ
‖x0‖∞ , a(p) = µ

pαp
a(0)
q
,

a((j+ 1)p) = µpαp
(
1−

(
1−

1
q

)
δ (jp)

)
a(jp), j ≥ 1. (18)

Coder: For

x(jp)− x̄(jp) ∈ I1i1 × I
2
i2 × · · · × I

n
in ∈ Ba(jp);

h(jp) = {i1, i2, · · · , in} , (19)

where x̄(k) is defined as following:
x̄(0) = 0,
x̄(k) = x̂(k), k 6= jp,
x̄(k + 1) = Aε x̂(k)+ Buεu(k)+ Hεf (x̂(k), u(k)),
k = jp− 1

(20)

Decoder: For h(jp) = {i1, i2, · · · , in},
x̂(k + 1) = Aε x̂(k)+ Buεu(k)+ Hεf (x̂(k), u(k)),
x̂(0) = 0,
x̂(jp) = x̄(jp)+ δ (jp)Ca(jp) {i1, i2, · · · , in} ,
u(k) = Kx̂(k).

(21)

Theorem 1: For the given data packet dropout rate δ, if(
δ +

1− δ
q

)
µpαp < 1 (22)

for any µ > 0, α ≥ 1, then the transmission error between
the state x of controlled system (3) and its estimate state x̂
decays to zero exponentially for any ε ∈ (0, ε∗1] under the
proposed coder-decoder pair (20)–(21).

Proof:wefirst show that the decoding condition satisfies

x(jp)− x̄(jp) ∈ B(0, a(jp)) (23)

for all j ≥ 0, according to (18) and (21), we conclude that
(23) holds for j = 0. For the case j = 1, the information
transmission is successful, that is δ (p) = 1. It follows from
the inequality (13) and x̄(0) = 0 that

‖x(p)− x̄(p)‖∞ ≤ µ
pαp

∥∥x(0)− x̂(0)∥∥
∞

≤ µpαp
a(0)
q
= a(p).

Now we assume that (23) holds for 1, 2, · · · , j, and then we
show that it is also true for j+ 1:

‖x(j+ 1)p− x̄(j+ 1)p‖∞
≤ µpαp

∥∥x(jp)− x̂(jp)∥∥
∞

≤ µpαp
{
δ (jp)

∥∥x(jp)− x̄(jp)− Ca(jp) {i1, i2, · · · , in}∥∥∞
+ (1− δ (jp)) ‖x (jp)− x̄ (jp)‖∞

}
≤ µpαpδ (jp)

a(jp)
q
+ µpαp (1− δ (jp)) a(jp)

=

(
1−

(
1−

1
q

)
δ (jp)

)
µpαpa(jp) = a((j+ 1)p). (24)

Applying the method of mathematical induction, it can be
shown that (23) holds for all j ≥ 1.
Furthermore, from (18) and (24), we obtain that

‖e(k)‖∞ =
∥∥x(k)− x̂(k)∥∥

∞

≤ µk−jpαk−jp
∥∥x(jp)− x̂(jp)∥∥

∞
≤ a((j+ 1)p),

where e(k) = x(k)−x̂(k) is the transmission error and k ∈ z+,
jp < k ≤ (j+ 1)p. By the definition of a(jp), we have

‖e(k)‖∞ ≤ a((j+ 1)p)
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=

(
1−

(
1−

1
q

)
δ (jp)

)
µpαpa(jp)

= · · · =

(
µpαp

(
1−

(
1−

1
q

)
δ (jp)

))j+1
a(0),

Furthermore, we obtain that

E {‖e(k)‖∞} ≤ E {a1((j+ 1)p)}

= · · · =

(
µpαp

(
δ +

1− δ
q

))j+1
a(0)

=

(
µpαp

(
δ +

1− δ
q

))j+1
m0.

Let ρ = − ln
((
δ + 1−δ

q

)
µpαp

)
, then

E {‖e(k)‖∞} ≤
(
µpαp

(
δ +

1− δ
q

))j+1
m0

≤ e−(j+1)ρm0 ≤ e−kρm0.

This completes the proof.
Remark 4: Condition (22) implies that δµpαp < 1 and q >

µpαp, thus the upper bound of admissible data packet dropout
rate can be given as follows

δmax <
q− µpαp

µpαp (q− 1)
.

Remark 5: Theorem 1 shows that the asymptotic stability
of the transmission can be guaranteed if a proper relation-
ship holds between sampling period, system growth rate and
packet loss rate.

Next, we will consider the state feedback control. One has
from (1) and (21) that

x(k + 1) = (Aε + BuεK )x(k)+ BuεKe

+Hεf (x(k),K (x(k)+ e(k))) (25)

with the constraint

‖f (x,K (x + e))‖ ≤
∥∥Fx + F ′Kx + F ′Ke∥∥

=
∥∥(F + F ′K )x + F ′Ke

∥∥ .
The following will confirm that there exists a proper feed-

back control law such that the resulting closed-loop sys-
tem (25) is made ISS with the transmission error e as the
input.
Theorem 2: If there exist a scalar µ2 > 0, matrices Y , and

a lower triangular matrix

X =
(
X11 0
X21 X22

)
with 0 < X11 ∈ Rn1×n1 and 0 < X22 ∈ Rn2×n2 such that the
following matrix inequality holds

�̄ =


�1 µ

−1
2 H XTA2 + Y TBTu2 X

TFT + Y TF ′T

∗ −µ−12 I µ−12 H̃T
2 0

∗ ∗ −X22 0
∗ ∗ ∗ −µ−12 I

 < 0,

(26)

where �1 = XTAT1 + A1X + Y TBTu + BuY ,A2 =(
A21 A22 − I

)
, H̃2 =

(
0 H2

)
, then there exists an ε∗2 > 0,

such that the closed-loop system (25) is ISS with respect to
transmission error e for ε ∈ (0, ε∗2].Meanwhile, the controller
gain matrix can be chosen as K = YX−1.

Proof: First, substituting K = YX−1 into (26), then, the
inequality (26) is equivalent to
�2 µ

−1
2 H XT (A2 + Bu2K )T XT (F + F ′K )T

∗ −µ−12 I µ−12 H̃T
2 0

∗ ∗ −X22 0
∗ ∗ ∗ −µ−12 I

 < 0,

(27)

where �2 = XT (A1 + BuK )T + (A1 + BuK )X . By the Schur
Complement Lemma, the inequality (27) can be rewritten as �3 µ−12 H XT (A2 + Bu2K )T

∗ −µ−12 I µ−12 H̃T
2

∗ ∗ −X22

 < 0, (28)

where

�3 = XT (A1 + BuK )T + (A1 + BuK )X

+µ2XT (F + F ′K )T (F + F ′K )X .

Pre- and post- multiplying the inequality (28) by
diag

(
X−T , µ2, I

)
and diag(X−1, µ2, I ), respectively; Denote

X−1 = P̄1 =
(
P̄11 0
P̄21 P̄22

)
,Y = KP̄−11 ,X−122 = P̄22, then we

have  �4 P̄T1H (A2 + Bu2K )T

∗ −µ2I H̃T
2

∗ ∗ −P̄−122

 < 0, (29)

where �4 = (A1 + BuK )T P̄1 + P̄1(A1 + BuK ) + µ2(F +
F ′K )T (F + F ′K ). By the Schur Complement Lemma, one
has(
�4 P̄T1H
∗ −µ2I

)
+

(
(A2 + Bu2K )T

H̃T
2

)
P̄22

(
A2 + Bu2K H̃2

)
< 0.

(30)

Let A2 =
(
A21 A22 − I

)
, P̄2 = diag

(
0 P̄22

)
, we can get

�̄ = 81 +82

(
�4 P̄T1H
∗ −µ2I

)
+

(
(A1 + BuK )T

HT

)
× P̄2

(
A1 + BuK H

)
< 0. (31)

Choosing the Lyapunov function candidate as follows

V (k) = xT P̄εx,

where

P̄ε =
(
ε−1P̄11 P̄T21
P̄21 P̄22

)
, P̄2 =

(
0 0
0 P̄22

)
,P3 =

(
P̄11 P̄T21
P̄21 0

)
.

Similar to the proof of Lemma 2, there exists a scalar
ε21 > 0, for any ε ∈ (0, ε21], we have P̄ε > 0. Thus, we can
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guarantee the definiteness of V for any ε ∈ (0, ε21]. Then,
the derivative of V along (25) yields

1V = V (k + 1)− V (k)

≤ xT (k + 1)P̄εx(k + 1)− xT (k)P̄εx(k)

+µ2

[(
xT eT

) ((F + F ′K )T

(F ′K )T

)
(
F + F ′K F ′K

) (x
e

)
− f T f

]
=
(
xT f T

) (
81 +82 + ε�̄0

) (x
f

)
+2xT (Aε + BuεK )T P̄εBuεKe

+ 2eTKTBTuεP̄εHεf + e
TKTBTuεP̄εBuεKe

+µ2eT (F ′K )TF ′Ke

+ 2µ2eT (F ′K )T (F + F ′K )X ,

where

�ε = �̄+ ε�̄0 = 81 +82 + ε�̄0,

81 =

(
M1 P̄T1H
∗ −µ2I

)
,

M1 = (A1 + BuK )T P̄1 + P̄1(A1 + BuK )

+µ2(F + F ′K )T (F + F ′K ),

82 =
(
A1 + BuK H

)T P̄2 (A1 + BuK H
)
,

�̄0 =
(
A+ BuK H

)T P̄3 (A+ BuK H
)
.

It follows from (26) that there exists a sufficiently small
scalar ε22 > 0 such that �̄ + ε�̄0 < 0 for any ε ∈ (0, ε22].
Let ε∗2 = min {ε21, ε22}, ᾱ = λinf

ε∈ (0,ε∗2 ]
(−�ε), we have ᾱ > 0.

Therefore, for any ε ∈ (0, ε∗2],

1V ≤ −ᾱ ‖x‖2 + β ‖x‖ ‖e‖ + τ ‖e‖2 + γ ‖e‖ ‖f ‖ ,

where f satisfies

‖f ‖ ≤ ‖Fx + F1u‖ = ‖(F + F1K ) x + F1Ke‖

≤ ‖F + F1K‖ ‖x‖ + ‖F1K‖ ‖e‖ ,

thus

1V ≤ −ᾱ ‖x‖2 + (β + γ ‖F + F1K‖) ‖x‖ ‖e‖

+ (τ + γ ‖F1K‖) ‖e‖2 ≤ −ᾱ (1− θ) ‖x‖2

for any the equation can be derived, as shown at the bottom
of next page
where

0 < θ < 1, β = sup
ε∈(0,ε∗2 ]

2
∥∥∥(Aε + BuεY )T P̄εBuεK∥∥∥

+µ2

∥∥∥(F ′K )T (F + F ′K )
∥∥∥ ,

τ = sup
ε∈(0,ε∗2 ]

2
∥∥∥KTBTuεP̄εBuεK

∥∥∥
+µ2

∥∥∥(F ′K )TF ′K
∥∥∥ ,

γ = sup
ε∈(0,ε∗2 ]

2
∥∥∥KTBTuεP̄εHε

∥∥∥ .

Hence, the conditions of Lemma 1 are satisfied, and we
obtained that the closed-loop system (25) is ISS with
respect to the transmission error e. Note that the transmis-
sion error decays to zero by Theorem 1, thus it follows
that the stabilization can be reached. This completes the
proof.
Remark 6: Similar to GEVP (16), there exist a scalar λ2 >

0 and a positive matrix W̄ > 0, such that an upper bound ε∗2 =
λ−12 for ISS of the closed-loop system (25) can be obtained
by solving the following GEVP:

minλ2s.t.W̄ < λ2P̄11,
(
W̄ P̄T21
P̄21 P̄22

)
> 0, �̄< 0, �̄0 < −λ2�̄.

(32)

Remark 7: In this paper, we show that under the similar
condition as those of [32], the proposed procedures can stabi-
lize the system at a certain level of data packet loss rate, which
make the approach more practical and applicable. Compared
with [40], when sufficient conditions for asymptotic stability
of system (1) are derived, the corresponding control law does
not involve more complex equations. Next, simulation results
will show the effectiveness of the approaches.

IV. NUMERICAL EXAMPLES
In engineering practice, some control problems are motivated
by numerous applications where communication between the
plant and the controller is limited due to bandwidth capacity
or security constraints, such as underwater vehicles, nuclear
reactor, unmanned aerial vehicles, etc. In this case, data
packet dropout may occur during data communication, thus
the signals need to be sampled and quantized. A proper
quantized feedback control law is necessary. Next, we, in this
section, will present two examples to illustrate the effective-
ness of our results.
Example 4.1: Consider the following nuclear reactor

model, which was first established in [12].

ẋ1 = −λx1 + λx2, (33)

ẋ2 =
β

v
x1 +

β

v
x2 +

ρ

v
, (34)

where x1 and x2 are the normalized precursors’ concentration
and neutron density, respectively. ρ, λ, β and v are the reac-
tivity, precursors’ decay constant, delayed-neutron yield and
neutron generation-time, respectively. The parameters are
λ = 0.001, β = 0.0064 and v = 0.08. Let ρ = u+ f1(x1, x2),
u and f1 here are linear and nonlinear inputs, respectively.
According to [12], we discretize the model with a sampling
period t = 0.05s and a zero-order holder. The derived
discrete-time singularly perturbed system can be written in
the form (4) with the following parameter:

A =
(
−0.3417 0.3417
0.2733 0.7267

)
,Bu =

(
9.0021
42.7983

)
,

H =
(
9.0021 0

0 42.7983

)
.
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Let f1(x1, x2) = 10−3 × sin(4x1 + x2), then it is easy to show
that f1 satisfies the condition (4) with

F11 = F21 = 0.0004,F12 = F22 = 0.0001.

For α = 5.1, by solving the LMI (10), the feasible solutions
can be obtained as follow

P11 = 0.0305,P12 = 0.0004,P22 = 0.0018, µ1 = 4.6651.

For the state feedback control, by applying Theorem 2, the
following solutions can be obtained from (26)

X =
(

25.3506 0
−16.1240 70.8638

)
,

Y =
(
−0.3697 −0.7849

)
, µ2 = 35.5872.

Thus, the state feedback control gain matrix can be chosen as

K = YX−1 = (−0.0216 − 0.0111) .

Furthermore, by solving the GEVP (16) and (32), an upper
bound ε∗ = 3.9841 can be derived, which means that system
is stabilizable for ε ∈ (0, ε∗]. If we choose ε = 0.1,
the sampling period p = 0.4 and q = 120, we can get
µ = 19.7128 by (13). Thus, the upper bound of the data
dropout rate δmax ≤ 0.1506 can be obtained. When no
packet loss occurs, the simulation of corresponding coder-
decoder-controller procedure (19) - (21) is shown in Fig. 2,
Fig. 3 is a simulation of the closed-loop system with δ = 0.1.
Example 4.2: Consider a linearized model of the F-8 air-

craft, which is borrowed from [3]. The equations of motion
given by the following equation:
v̇ (t)
θ̇ (t)
α̇ (t)
q̇ (t)

 =


Xv
−g
V0

Xα
V0

0
0 0 0 1

ZvV0 0 Zα 1
MvV0 0 Mα Mq



v (t)
θ (t)
α (t)
q (t)

+


Xδ
V0
0
Zδ
Mα

 δ (t) ,
(35)

where θ, α, q and δ are, respectively; the incremental pitch
angle, angle of attack, pitch rate and elevator position, while
v = (V − V0)/V0 is the normalised incremental velocity. The
parameters Xv,Xα,Xδ,Zv,Zα,Zδ,Mv,Mα,Mδ,Mq, g and V0
can be found in [3]. Let v (t) = x1 (t) , θ (t) = x2 (t) , α (t) =
x3 (t) , q (t) = x4 (t) and δ (t) = u(t). According to [3],
by a proper scaling, this model is presented in the following
singularly perturbed continuous form:
ẋ1 (t)
ẋ2 (t)
εẋ3 (t)
εẋ4 (t)

 =

−0.1954 −0.6765 −0.9172 0.1090
1.4783 0 0 0
−0.0516 0 −0.3680 0.4380
0.0136 0 −2.1026 −0.2146



FIGURE 2. The state response of the closed-loop system with δ = 0.

FIGURE 3. The state response of the closed-loop system with δ = 0.1.

×


x1 (t)
x2 (t)
x3 (t)
x4 (t)

+

−0.0231
−16.9450
−0.0482
−3.8110

 u (t) ,

Here, we discrete the model with a sampling period t =
0.03 and a zero-order holder, then the discrete-time singu-
larly perturbed model can be obtained with the following
parameters:

A11 =
(
−0.2090 −0.6744
1.4737 −0.0150

)
,A12 =

(
−0.9126 0.1024
−0.0203 0.0023

)
,

A21 =
(
−0.0015 0
0.0005 0

)
,A22 =

(
0.9886 0.0130
−0.0625 0.9932

)
,

B1 =
(

0.1432
−16.9431

)
,B2 =

(
−0.0022
−0.1139

)
, α = 2.1.

‖x‖ ≥
(β + γ ‖F + F1K‖)

√
(β + γ ‖F + F1K‖)2 + 4αθ (τ + γ ‖F1K‖)

2αθ
,
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FIGURE 4. The state response of the closed-loop system with δ = 0.

FIGURE 5. The state response of the closed-loop system with δ = 0.05.

By utilizing Theorem 2, we can get the following solutions
from (26)

X =


9.5243 2.6144 0 0
2.6144 9.5428 0 0
21.3270 −10.3270 2.3780 −0.5309
172.9782 −53.8740 −0.5309 15.8838

 ,
Y =

(
0.6112 0.4786 −0.0372 0.0597

)
.

Hence, the state feedback control gain matrix can be chosen
as

K = YX−1 =
(
0.0260 0.0453 −0.0149 0.0033

)
.

Furthermore, by solving the GEVP (16) and (32), an upper
bound ε2 = 0.2241 can be obtained, which means the system
is stabilizable for ε ∈ (0, ε∗]. In addition, when choosing ε =
0.1, the sampling period p = 0.3 and q = 10, the upper bound
of the data dropout rate δmax ≤ 0.1173 can be obtained. The
simulations for the corresponding coder-decoder-controller
procedure (19)-(21) are shown in Figs 4 and 5, respectively.
As shown in the simulations, compared with the case of

no data packet dropout, lower convergence rate of the system

state can be obtained when a certain rate of data packet
dropout occurs. Logically, it is reasonable. If one wants to
get better performance, it needs to pay a higher price as cost.
It is a tradeoff.
Remark 8: Through the above two numerical examples,

the simple validity of our method is proved. Note that in
reference [12], the upper bound of the minimum perturbed
parameter needs to be given in advance. This makes the actual
operation very difficult, because it is very difficult to find the
appropriate upper bound. By contrast, our method avoids this
problem and can accurately obtain the upper bound.

V. CONCLUSION
This paper discusses the feedback control problem of the
discrete time singularly perturbed system with limited com-
munication channel and data packet dropout, in which the
uniform quantization method is adopted. First, we assume
that there exists a certain rate of data packet dropout during
the transmission. Then, the auxiliary system is added to set up
the proper coder-decoder pair, so that the transmission error
converges to zero exponentially. By using the LMI technique
and Lyapunov function method, a sufficient condition for the
input-to-state stability of the closed-loop system is obtained,
and the asymptotic stability of the system is also guaranteed
based on the ISS property. Finally, the upper bound of small
perturbed parameters can also be obtained by aworkable way.
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