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ABSTRACT Timing synchronization has a vital role in swarm drones’ network (SDN) or a swarm of
unmanned aerial vehicle (UAV) network. Current timing synchronization methods focus on enhancing
single-hop skews which remarkably improve timing synchronization precision at this level. The improper
clock of the drone system can cause interference, affect spectrum precision and interrupt the operation
of the transceiver. In the drones’ network, master drones’ (MD) neighbor drone’s timing synchronization
approaches like Reference Broadcast System (RBS) realize a good performance. However, the requirement
of one super drone with a large number of broadcasts for RBS makes it unrealistic to use in some situations
like SDN network situation. Appropriate study and adjustments are needed to have real timing synchroniza-
tion by eliminating the clocks drift and enhancing the timing synchronization precision. Therefore, a new
self-timing synchronization approach is proposed in this paper where several MD drones can autonomously
generate swarm clusters. The cluster head (CH) instigates a timing synchronization procedure starting with
intra-Swarm cluster timing synchronization. The intermediate drones (ID) are elected between two swarm
clusters to synchronize all drones in line with the inter-swarm cluster timing synchronization approach. The
proposed approach is distributed and flexible to achieve high timing synchronization precision. The paper
proposes a novel self-timing synchronization approach for in large scale semi-flat SND network architecture.
Self-timing synchronization is swarm cluster-based and applicable for a huge number of master drones
in SDN. One is the intra-Swarm cluster where the timing synchronization procedure starts with the CH
to synchronize all CM. Secondly, in the inter-swarm cluster timing synchronization, two clusters are
synchronized via intermediate drone (ID). However, the simulations demonstrated that in many cases all CHs
are synchronized by the synchronized CHs from intra-swarm cluster timing synchronizations; this increased
the system throughput and synchronization delay to about 75% compared to what we planned to achieve.
Moreover, the simulation results also proved that the achieved synchronization precision can be used for
position estimation and prediction with high accuracy.

INDEX TERMS Drones’ network, timing synchronization, unmanned aerial vehicle (UAV), cluster, swarm.

I. INTRODUCTION of the unmanned aerial vehicle (UAV) network for quite

In recent few years, and inspiring and markable progress
in the use of swarm drones’ network (SDN) or swarm
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widespread domains of deployments and applications, for
civilian, commercial and military. Many successful deploy-
ments and applications of UAVs and drones are now offered
by many vendors and alliances that include, crop surveys,
traffic control, oversight of natural resources i.e., oil/gas
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exploration, surveillance, aerial photography, remote sensing,
reconnaissance, search and rescue, 3D-mapping, on-demand
emergency applications, etc. Given the extraordinary rapidity
of these industries and developments, there is a crucial need
for inventing and providing, dependable, efficient, and reli-
able communication channels not only among UAVs /drones
and their control point, entities, consumers but also between
the UAV themselves. UAVs networking overlays the way
towards substantial opportunities but it is also a problem-
atic and challenging task. This will open quite widespread
research areas where issues like modeling, automatic con-
trol, applications, and physical layer design, and wireless
communications are rich with many problematic issues and
revolutionized the use of UAVs and drones.

In addition to these research areas, the more challenging
situation of using MD drones with low-level timing synchro-
nization is considered a vital topic without the need for a
specially equipped reference drone in the network. Drone
timing synchronization guarantees that the data and control
traffic exchange is done properly without error, collision,
or interference. One of the major advantages of SDN synchro-
nization the high precision for location and positioning which
are quite important in many applications. Clustering has been
extensively used in literature as a hierarchical technique that
helps in coordinating the relationship between the various
nodes especially in multi-hop and ad-hoc types of network.
The clustering procedure in SDN starts instantaneously as
well as randomly in the whole network.

The absence of timing synchronization may produce a
suboptimal choice of Cluster-Head (CH), especially for prob-
abilistic approaches. However, the clustering procedure can
be generated by CHs with faster clock timing [1]-[5]. This
happens when such drones start broadcasting beacon packets
to their neighbors’ cluster members (CM) for exchanging
information to initiate the clustering procedure. Beacon frame
comprises identity, timing, and clock synchronization infor-
mation. Nodes received beacon frames trigger the clustering
procedure at their neighbors until disseminated the entire net-
work. All the drones in the network do not start the clustering
procedure simultaneously. Network initialization is done via
beacon broadcasting where the neighbor drones periodically
transmit the beacon packets to their neighbors. This type of
beacon procedure is carried out independently by individual
drones [7].

In general, mobile users are synchronized to the swarm
drones’ control center (SDCC) by transmitting signals.
In such a network, the signals of the legacy mobile cel-
lular mobile users arrive at a master drone’ (MD) asyn-
chronously, which produce interference problems such as
inter-carrier-interference in orthogonal frequency domain
multiple access (OFDMA) systems [8]-[12]. However,
swarm drones’ network (SDN) normally cannot use this
method because an MD cannot always receive the signal from
swarm drones’ control center (SDCC) due to the poor legacy
mobile cellular-signal coverage or because sometimes the
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MD is installed in a rural area where there is no legacy mobile
cellular coverage at all.

For the neighboring drones’ timing synchronization into
the clusters, the Reference Broadcast Timing synchroniza-
tion (RBS) introduced in [13] is the key idea to synchronize
the time. With the RBS technique, a super drone transmits
beacon packets periodically to other neighboring drones.
However, the receiver drone uses the beacon packet’s arrival
times to compare the timing of the clock. The protocol
involves the concept of a time-critical path defined as the
packet path contributing to non-deterministic errors in a pro-
tocol [14]-[18].

For transmitter-receiver protocols, the allotted time for
transmitting a packet from a transmitter to a receiver is
the outcome of the four factors: transmit time, access time,
propagation time, and receive the time, which can vary non-
deterministically. For small wireless, the propagation time
is supposed null in the RBS network because the over-
all error is not affected by the propagation time differ-
ence. Thus, the biggest non-deterministic latency is stamped
out from the critical path for synchronizing receivers with
one another by using the broadcast channel. consequently,
more accurate timing synchronization is achieved in com-
parison with the algorithms that measure the round-trip
delay [19].

This paper presents a detailed analytical evaluation along
with the derivation of a mathematical model, MAC layer sync
frame structure, and timeline of the proposed scheme which
fulfills the purposes through simulation verification of the
precise timing synchronization for the whole network. The
proposed approach is analyzed through MATLAB simulation
and the achieved results are evaluated for the clock offset,
drift and skew enhancement, and best timing synchronization
precision.

The proposed method is quite different from the previous
swarm drone’s timing synchronization techniques invented
by IEEE 1588, Reference Broadcast System (RBS), and even
synchronized single-hop methods by forming swarm clus-
ters among random MD drones’ number and implementing
hybrid (one way and two ways) messaging system for both
inter-swarm cluster and intra-swarm cluster timing synchro-
nization approaches. The approach includes apprising and
synchronizing the timing of the clock through transmitting a
beacon packet for the entire SDN. The proposed self-timing
synchronization approach is cluster-based and can be applied
for a large number of swarm drones’ or master drones (MD)
in SDN. Two approaches have been proposed for neighbor
drone timing synchronization. The approaches are identified
by clustering, intra-swarm cluster, and inter-swarm cluster.
The proposed approach is distributed and flexible to achieve
high timing synchronization precision. The main advantage
of this method is that it does not require any special device,
node, or equipment as a reference timing node in the network.
The simulation shows that our approach improves the tim-
ing synchronization precision notably through reducing the

48011



IEEE Access

F. Alsolami et al.: Development of Self-Synchronized Drones’ Network

packet overheads for many scenarios of up to 200 drones or
unmanned aerial vehicles (UAV).

The remainder of the paper is organized as follows: in
section II, the related works with a summary of contribu-
tions and open issues were presented. In section 111, the pro-
posed synchronization strategy is described and discussed.
Section IV presents a self-organizing timing synchronization
model for warm drones’ network synchronization. Section V
is devoted to the analysis and the discussion of the results.
Finally, a conclusion and some recommendations were given
in section V1.

Il. RELATED WORKS

From customers’ opinions, the poor performance of the
mobile networks and the low indoor coverage led to many
at-home usage problems. These problems are mainly caused
by the wall attenuation of the radio signal. One of the major
challenges of cellular service providers is improving indoor
signal strength. The radio waves are strongly attenuated
when they face the walls. Indeed, the RF signal is seriously
impaired by fading effects caused by building materials. For
instance, the GPS is attenuated 4dB to 4dB for cellular when
penetrating a wall [20]-[22].

Generally, the indoor Received Signal Strength (RSS) is
significantly undermined. This attenuation is more serious
at higher frequency bands which are increasingly employed
with higher bit rate operations. The swarm master drones’
(MDs) known as Swarm drones’ network (SDN) Access
Points have emerged as radio base stations (BS) enabling
users of certain cellular service (UMTS, CDMA2000, etc.)
and WiMAX to make all indoor calls over their internet
broadband connection, thus eliminating reduced RSS prob-
lem inside buildings [23].

Timing synchronization and interference are considered
problematic issues for the practical deployment of SDN [24].
For TDD, timing synchronization between neighbor MDs
drones should be preserved to avoid inter-symbol interfer-
ence. Particularly, various interference mitigation schemes
such as swarm master drones’ (MDs) cooperation, soft
frequency reuse, etc., need precise timing synchronization.
Various situations have been proposed in [25] to compare
different scenarios in terms of interference. It was found that
the interference in two-tier networks can be mitigated within
an adaptive open-access scenario. It is worth noting that the
advantage of the mitigated interference adopted in the paper
is not weakened only by the loss of resources, but reduced
over-the-air (OTA) and backhaul capacities as well [26].

The interference avoidance using a physical layer and
sectoral antennas for a time-hopped Code Division Multi-
ple Access (CDMA) is analyzed in [27]. In the work [28],
it was proposed that each swarm drones’ network (SDN)
accesses a random subset of sub-channels within the available
swarm drones’ network spectrum to avoid persistent collision
within neighboring OFDMA swarm drones’ networks. Some
requirements and parameters for swarm drones’ network
self-organization have been specified in [29]. Nevertheless,
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FIGURE 1. Timing evaluation algorithm at each swarm master drones’
(MDs).

the self-organizing strategy assessment remains a challenging
issue and a deep investigation of additional requirements and
parameters remains interesting.

A new method for estimating the position of swarm master
drones’ (MD) for frame timing synchronization is introduced
in [30]. The timing evaluation algorithm determines the tim-
ing of an MD and a series of procedure flows at a swarm
drone [31]-[35]. The procedure flows at an MD between
positioning and decision of transmission timing is shown in
Figure 1. In this algorithm, it is ensured that swarm mas-
ter drones’ (MD) perform at the first time and repeats the
algorithm until determining transmission timing cyclically.
However, there is an evaluation error of the range difference
which may create timing synchronization of transmission
timing [36].

A reference broadcast timing synchronization (RBS) is
used [37]. It was stated that a reference broadcast does not
contain an explicit timestamp. Moreover, it requires at least
one super drone which can broadcast the reference beacons
and impedes its use in Master drones’ (MDs) [38]. In other
words, it is centralized; which might be inappropriate for a
self-organized timing synchronization approach for swarm
drones’ network (SDN).

RBS protocol uses the least-squares linear regression algo-
rithm to minimize the error and compute the clock skew
between the two drones [39]. Even though the RBS protocol
is accurate, the exchanged number of timing packets between
drones is huge. Also, a large number of unnecessary clock
packets create network overhead deteriorating the overall
performance which should be considerably reduced.

To have a possible swarm drones’ timing synchroniza-
tion solution a Mobile station assisted (MS) receiver-receiver
timing synchronization strategy is illustrated and discussed
in [40]. To validate more inclusive accessibility, two-timing
synchronization approaches are proposed for various situa-
tions. These approaches adopted and assisted the Reference
Broadcast Timing synchronization (RBS) methodology to
enhance the clock’s timing offset, drift, and skew by using
the swarm drones’ control center (SDCC).

In recent years, many clustering algorithms have been
invented and contributed to the wireless vehicular network
which stresses some explicit parameters such as vehicle
speed, mobility direction [41], [42] position, energy, and the
random distribution technique that the vehicles are following.
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TABLE 1. Summarize the related works main contributions and open areas.

Method

Contributions

Open areas for research

Network Time Protocol (NTP) and
Simple Network Time Protocol
(SNTP) [24-25].

IEEE 1588 Precision time protocol
(PTP) [26-28]

Enhanced time synchronization
algorithm [29].

Frame timing synchronization [30-

33].

Receiver-Receiver synchronization
scheme [35]

Multihop synchronization scheme
[37]

MS-assisted Receiver-Receiver

Offer the accuracy, reliability, and security for
an efficient and reliable network in a less
complex client implementation

For high transmission delays (slow links, rush-
hours, etc.) the received time is more accurate.
Low cost (clients and NTP Servers)

Low network load

No extra network elements are required (e.g.,
edge clocks)

Can synchronize with an independent clock.

In IP based cellular network, it is applicable for
synchronizing symmetric communication links.
fast re-synchronization is possible when system
changes occur

synchronization of clocks is done with various
precision, resolution, and stability

Offers low-cost implementation in multicast
messaging networks such as Ethernet

Optimize the Offset (bias error) for the
asymmetric IP-based communication links.

Needs to correct the effect of propagation delay
time.

Clock Offsets and Skews are minimized.

overcomes the path loss effect that improves
the network synchronization performance
compared to the conventional single-hop based
scheme

Followed reference broadcast synchronization
and clock offsets and skews minimized.

NTP and SNTP shows poor performance in
the CH environment in terms of
milliseconds

Can be affected by packet network jitter
Slow initial convergence

The large initial error of 500ppb

Misalignment of the time of the master
clock and the slave clock.

Not applicable for synchronizing
asymmetric communication links.

Requires hardware assistance as well as
upgrading the network devices

work only for a few subnets (locally)

Inefficient for asymmetric backhaul link.

An estimation error of the distance may
create a misalignment of transmission
timing.

For a large number of CH node, this
scheme will make network overhead by
generating the  message flooding

nodes suffer for accurate timing with faster
convergence and more accurate CDR
estimation

this scheme will make network overhead by
generating the message flooding for a large

synchronization scheme [40]

number of CH node

These algorithms are useful and great in the cases of two
dimensions, however, since SDN is a three diminutions
network scenario some more aspects need to be considered
per in mind the high computational overhead in the three
dimensions, while the drones usually have very limited and
scarcity resources. The highest-degree of freedom algorithm
is denoted as a connectivity-based procedure, which is princi-
pally based on the number of degrees of freedom values free
to vary in the ultimate vehicle clustering statistic design and
calculation [43], [44].

The work in [45] described position estimation of swarm
master drones’ (MD) with help of frame timing synchroniza-
tion which is applied by MD receiving the transmitted signals
from adjacent MSs which through estimating its position,
can calculate the propagation delay of transmitted signals
and correcting the corrupt packets. The proposed algorithm
is modeled and designed based on position information
of neighbor MDs, using different time of signals arrival
(TDOA), selecting two MDs from neighbor MDs and that
creating a hyperbola through using position information and
range differences [46]. Table 1 summarizes the related works,
the main contributions, and the open issues.

lIl. THE PROPOSED SYNCHRONIZATION STRATEGY

The structure framework in Figure 2 is integrates timing
synchronization procedure with drone clustering to con-
struct Semi-flat synchronized SDN networks. In addition
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to synchronizing the MD network, the proposed approach
enhanced the control packets overhead, which is crucial for
increasing the network performance and throughput. This is
work aims to concentrate on the distributed approach since
it is more realistic for three diminutions large-scale master
drones’(MD) distribution situations.

In the legacy system swarm drone’s timing synchroniza-
tion suffers from network overhead, bandwidth consumption,
misalignment packet, offset. In this circumstance, the net-
work does not perform inaccurate timing synchronization.
To overcome these issues, researchers have put forward their
efforts for developing algorithms and approaches. In this
paper, a timing synchronization strategy is proposed to mini-
mize the network overhead and clock offset as well as band-
width consumption. Figure 3 illustrates the proposed timing
synchronization strategy for master drones’ (MD) drones.
At first, the MD drone initializes the timing synchronization
procedure. Then MD drone checks out whether the tim-
ing synchronization clock information is received from the
swarm drones’ control center (SDCC) or not [47].

If the drone receives a synchronized clock from the swarm
drones’ control center (SDCC), then the master drones’ (MD)
will be synchronized along with their IP address and cell
identity. Otherwise, it will go for drone assistance checking.
The MD drones will synchronize if only they get the drone
assistance. However, if the MD drones do not get drone assis-
tance, then the drones will check for broadband connectivity
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FIGURE 2. Semi-flat synchronized SDN networks neighborhood critical
architecture.
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FIGURE 3. The proposed self timing synchronization strategy for swarm
drones’ network (SDN).

to get the most recent clock timing synchronization. There-
fore, the IEEE1588 server clock will synchronize the MD
drone [48]. However, in some circumstances, if the bandwidth
is limited for updating the timing of the clock, then the timing
synchronization procedure will be problematic which results
in increasing clock offsets and delay time. To overcome
these problems, MD drones can use the proposed Self-timing
synchronization approach.

IV. SELF-ORGANIZING TIMING SYNCHRONIZATION
MODEL FOR WARM DRONES NETWORK TIMING
SYNCHRONIZATION

The proposed approach is composed of three parts involving
Clustering, Intra-Cluster timing synchronization, and Inter-
Cluster timing synchronization. The clustering part is based
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on time and range. In the Inter-Swarm cluster timing synchro-
nization, a two-way time exchange technique is employed
to determine the timing synchronization between neighbor
drones and cluster heads by establishing a hierarchical topol-
ogy or flat structure. In the Intra-Swarm cluster timing syn-
chronization, MD drone transmits beacon broadcast packet to
another MD drone and compares their clock time to conclude
the timing synchronization between cluster heads and swarm
cluster members. Finally, the linear least square method is
applied to achieve a high level of precision [49].

A. SDN SYNCHRONIZATION MODEL

The proposed approach targets the self-timing synchroniza-
tion approach only between Master Drone in an environment
where master drones’ (MDs) are located in an unplanned and
uncoordinated way. As in Figure 4, Master Drone can be
located near to each other while some Master Drone can be
grouped autonomously. Within each swarm cluster, the syn-
chronized clock timing will be delivered between members
of a cluster. Firstly, after forming a cluster, a cluster head
will be selected by the neighbor drones by comparing their
local times and distances. Inside the cluster, a cluster head
will broadcast clock information as a beacon to all CLUSTER
MEMBERS (CM). Also, Figure 4 illustrates the algorithm
of the self-timing synchronization approach as well. At the
beginning of the clustering procedure among a large number
of MD drones, cluster heads (CHs) will be elected.

Once the CH election is finalized, then clusters would be
formed by the elected CHs. As an iteration of the procedure,
the intra-swarm cluster Timing synchronization approach
will be communicated for all CMs. This procedure is fol-
lowed by the proceeding of the Intermediate drone selec-
tion approach. The ultimate procedure which is Inter-swarm
cluster timing synchronization will be performed within the
clusters after selecting the CH, CM, and intermediate drones
(ID) [26]. According to this algorithm, a self-organizing syn-
chronized Approach will be applied. The proposed model
for the clock timing synchronization is given below which
consists of five steps:

In the proposed approach, the most recent synchronized
clock and range are used to select the Cluster Heads (CHs).
The swarm cluster structure is highly influenced by the CH
choice. The proposed approach uses fuzzy relevance time and
range to select the CH. This makes it different from existing
mechanisms such as LEACH, CBRP, and Secured Clustering
Algorithm (SCA). The available mechanisms select the CH
using only one parameter namely, Identification (id), trust
value, and mobility. However, the proposed approach uses
Identification (id), fuzzy relevance time, range, and multi-hop
as a Sync packet to select the CH [50].

B. TIMING SYNCHRONIZATION STRUCTURE

The clock time and range between drones are used here to
determine the CH. In this procedure, a drone is not transmit-
ting frames only, but also fuzzy value to neighboring drones.
A swarm cluster is composed of a CH, an IMC, and Swarm
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FIGURE 4. Self-timing synchronization approach for swarm drones’
network (SDN).

cluster Members (CMs). For the proposed approach, the tim-
ing synchronization frame structure contains an Identification
(id), u(Sync), range, and multi-hop, as displayed in Figure 5.

Identification (ID) | p (timing-sync) ‘ Distance ‘ Multi-hop |

FIGURE 5. Timing synchronization frame structure.

The timing synchronization parameters are discussed
below:

1) IDENTIFICATION (ID)

Identification (id), each drone should have id number the id
will be exchanged during the CH selection.

2) FUZZY RELEVANCE TIME (1)

Fuzzy relevance time (FRT) is a fuzzy value u(0 < pu < 1)
performed by the available range, location, and time of
the drones in the neighbor. In our scheme, the time-sync
(u) is randomly specified. To simplify the computation, w
is presumed as a group of fuzzy time values of (0, 0.1,
to 1) in a microsecond. drone fuzzy relevance time (FRT)
represents the drone’s local time calculated by neighbor
drones in the SDN. The proposed approach selects the CH
based on FRT and range among drones. The approach per-
forms efficient swarm clustering by selecting the CH and
by using the presented parameters. For n drones of N =
w(Xi, Xa,....Xp), u(Xj) is given by the following equation:

w(Xi) = (u(X1), w(X2), ... (Xn)) ey

where i is (0, 0.1, to 1), X; is a drone member of the cluster,
and u(Xj) is a coefficient for membership. drone X; FRT is
expressed as FRT(X;), which can be represented as:

FRT(X;) = u(X;) (2)
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3) RANGE (D)

In a large number of swarm drones’ networks (SDN),
the range is a crucial parameter in the selection of the CH
and for cluster creation. Because the MD range is 20 meters
to 30 meters, the range between the CH; and member drones
J» d(xi, x;) is assumed to be 30 meters to select the CH for the
swarm clustering procedure [51].

4) MULTI-HOP

The management and the generation of the 1-hop cluster and
2-hop cluster as per the FRT is monitored by the Multi-hop.
For large-scale networks, Cluster heads (CHs) create clusters
for multi-hop. Thus, the cluster size is adjusted by multi-hop
according to the network size [52].

C. SWARM CLUSTER INTER-CLUSTER

SYNCHRONIZATION

The algorithm of swarm cluster formation will be initiated
according to the flowchart in Figure 6. It will start with the ini-
tialization of swarm cluster formation by Cluster heads (CHs)
which will request all Cluster members (CMs) by transmit-
ting Beacon packet for swarm cluster formation. Then Cluster
members (CMs) will calculate the nearest range and the
SYNC time to form the clusters.

Step 1: When the range is minimum and synchronization
-the time is most recent, then the Cluster heads (CHs) will
broadcast packets to all neighboring drones in the radius to
join with CH. Meanwhile, the neighboring drones receive
massage and transmit an acknowledgment to the particular
CHs accordingly [53]. After getting the acknowledgment the
drones will announce their status as Cluster members (CMs).
In consequence, the formation of clusters will be initialized
right after the announcement.

Step 2: When the range continues to grow and synchro-
nization time is not the most updated, then the drones search
for another CH to form swarm clusters. After, an upgrading of
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the status as Cluster Members (CMs) is transmitted by drones
to CH. Eventually, all CMs will try joining with CHs to form
clusters.

For the drones’ network, clustering is a crucial issue to
make the network distributive. Through implementing the
aforementioned clustering techniques, the timing synchro-
nization procedure will be accelerated as well as the overall
performance and throughput of the network will be upgraded.
The ultimate goal of clustering for a large number of drone
networks is to segregate the network to minimize the offsets
between the drones in the entire network [54]. The utilization
of the clustering procedure is likely to reduce the quantity
of packet flooding which results in reducing the overhead as
well. In Figure 7, a situation of the swarm clustered Network
Model is depicted.

The proposed approach aims to appoint Master drones’
(MDs) in the network environment under imperfect chan-
nel state information (CSI) where MDs are selected in an
uncoordinated and unplanned manner. Given a group of MD
drones in an SDN network, the objective of SDN cluster
establishment is to choose many cluster heads (CHs) so as the
SDN nodes are coordinated in a hierarchical structure with
a minimum area of overlapping which will help in reducing
the average synchronization processes for all swarm cluster
communication ranges.

A swarm drone network (SDN) is expected to be largely
implemented and deployed, per in mind that all MD
drones are non-stationary once they are deployed, which
means that the process needs to be repeated periodically
and the topology would be rapidly changing. Each MD
drone can get the estimations of neighbor drones’ positions
employing any positioning techniques i.e., angle-of-arrival
(AoA), time-of-arrival (ToA) or swarm drones’ control center
(SDCC) [55], or simply can exchange their GPS parameters.

In the swarm cluster-based timing synchronization carry
out timing synchronization between swarm clusters, Cluster
members (CMs), and CHs. Consequently, the main process
is to allow selected CH from randomly deployed MD drones
to form a swarm cluster. First, the CH initiates the timing
synchronization procedure by broadcasting Sync messages to
all cluster members (CMs). CMs calculate timing synchro-
nization from receipt time information, then announced that
they are synchronized with the CH drone. The CH selection
procedure is depicted in Algorithm 1 using pseudo code.
After CH is elected, the next phase is the swarm cluster
formation..

In the proposed approach, once the swarm clustering is
constructed, the intra-swarm cluster clock timing synchro-
nization approach will be applied to every swarm cluster
member to synchronize the timing of the clock. This will
lead to establishing a better-synchronized network. More-
over, inter-swarm cluster timing synchronization will be real-
ized using the swarm clusters after selecting the CH, CM, and
IMC.

Timing synchronization in the intra-swarm cluster
approach, the cluster heads (CHs) initiate the timing
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synchronization procedure by broadcast Sync. message
(which is included in the beacon frame) to all cluster members
(CMs). CMs receive timing synchronization messages and
synchronized their clock with the CH drone by comparing
time differences. Figure 8 shows and illustrates the timeline
of intra-swarm cluster timing synchronization.

According to Figure 7, the swarm network has three levels
of communication,

o Swarm drones’ control centers (SDCC) level

o Cluster head (CH) or master drones’ level

o Cluster members (CM) level

o The synchronization is performed at these three lev-
els where SDCCs assume the role of a ground station
facility with a global clock. SDCC connects to one or
more cluster heads drones which provides them with the
synchronization signal. the cluster heads drones are cre-
ating a network among them to transfer data and control
signals; which synchronization info is disseminated for
their cluster members as shown in Figure 6. Some of
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Algorithm 1 The CH Selection Algorithm

1. Start

2. Inputs: MD MAC address, Internal timing clock,
cluster_no (i.e. cluster_no = 0, in case individual MD).

3. Define # CH_selection( ).

4. Set this drone as CH_candidate.

5. send to all drones to join as CMs and to update their
neighbouring_Table.

6. If all drones are joint the other_CH.

7.  Compare St (synchronization time) and d (range) of all
drones with CH_candidate.

8. If one of the drone’s St > St of CH_candidate and new
drone’s d< the other_CH.

9. joint other_CH.

10.  Output: send the new other_CH info to all neighbors.

11. Call Swarm_clusterFormation() algorithm

12. Else

13. If CH_candidate > one_hop & < (ST & d) to the old

CH.

14. Joint the CH_candidate.

15. Else

16. If CH_candidate is announced as the CH by any new

drone.

17.  State CH_candidate as IMC.

18. Else

19. St and d of all drones to be compared with

CH_candidate.

20. If St = infinity for CH_candidate and all other drones.

21. Delay (1usec).

22. Else

23. If S,, T smaller for any drone.

24.  joint this drone as other_CH.

25.  Output: Sent this info to all neighbors’ drones.

26.  Call Swarm_cluster_Formation().

27. Else

28. Ignore any other calls for joint.

29.  Output: Send to any new drones’ info of the other_CH.

30. Repeat

the cluster members are also members in two or more
clusters (inter and intra_cluster) where they compare
the offsite, skew, and time deviation standard deviations
and report frequently for any large deviations to their
cluster head (CHs) where according to algorithm 1 are
frequently repeating the synchronization process.

o The above-mentioned method does not resolve the dis-
turbance in CH functionality only, but it goes beyond
that in case of malicious CH with security bugs issues.
However, the security issues are out of the paper
scope. More details about these issues can be found
in [46]-[57].

V. RESULT ANALYSIS FOR SWARM DRONES’ CLUSTER
The ultimate goal of the self-organizing swarm clustering
procedure is to form the cluster dynamically by all the MD
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TABLE 2. Simulation and analytical specifications for swarm clustering.

Term Quantity
Network volume 200 X 200
Drones number 50, 150, 250
Transmission range 300 m
The radius of the cluster 300 - 490 m
Delay Difference SD (o) 10us, 30us, 50us
range (R) 0 to 300m
time intervals (T) 1 sec
Timing and synchronization factor (M) 30

drones to obtain better timing synchronization where clock
time and transmission range (range) are taken into consider-
ation. An analytical evaluation is carried out for the proposed
self-organizing approach where MATLAB software has been
used for the accurate representation of clustering approach
performance and throughput.

A. SIMULATION AND NETWORK SETUP

The parameters selected for simulation are taken on a ran-
dom basis which is specified in Table 2. The parameters
are namely local clock for drones, network size, number of
drones, transmission area.

In the swarm clustering approach, the generation of an
optimal number of clusters is very important to reduce the
packet overhead improving the network performance and
throughput. Thus, the following four situations are considered
to evaluate the performance and throughput of the modified
clusters.

i In the beginning, drones are created randomly in a
200 x 200 sized network
ii The numerical analysis is performed with the vary-
ing number of cluster heads assuming the numbers of
drones as 50, 150, and 250 respectively.
iii In the analytical evaluation procedure, Cluster Head
Election is one of the main techniques that are carried
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out based on the most recent clock time, network size,
number of drones, and transmission range. The network
size is assumed to be 300, and 400 m respectively. The
selection of several cluster heads and the number of
formed clusters will vary by the variable network size.

iv. The number of CH can vary with the number of random
MD drones.

MATLAB software illustrates and demonstrates the results
for cluster Head section and cluster formation in the case
of 50, 150, and 250 drones. As shown in Figure 9. Figure 9
shows MATLAB simulation illustration for CH selection
and swarm cluster creation for a different number of drones
i.e., 50, 150, and 350 with 200 x 200 network area size,
where the drone’s distribution was distributed using normally
distributed i.e., with mean @ and SD o ; the simulation shows
that 15 cluster heads (CHs) have been selected for 50 drones.
For 350 normally distributed drones, the selected cluster
heads (CHs) were increased to 37. assuming the random clock
time and minimum range.

After selecting the CHs, the simulation starts to dissem-
inate information to all members of the cluster (CMs) and
then forms the swarm cluster. Some drones may not join
any cluster because the clock time and range are not ful-
filled any of the cluster’s requirements. These drones can
be synchronized as individual nodes by any of the conven-
tional synchronization techniques. If individual drones (a.k.a.
drones outside the swarm) are large means standard devia-
tion of the normal distribution is large, which means need
to run additional algorithms to narrow down the standard
deviation.

B. AVERAGE CLOCK OFFSET ANALYSIS

To achieve the average of timing offset as well as the best
timing synchronization precision, timing synchronization
procedures are considered to be performed 25 times using
different time difference in standard deviation (o = 10us,
15 ps, 20 wus, and 30 ps) as shown in Figures 10 and 11.
We can see that when several drones are 10 and o is 10us,
then after 20 timing synchronization procedures, the average
clock offset achieves 1us. However, the clock offset is fully
eliminated after 25 procedures which ensure high timing
synchronization precision.

Moreover, the precision decreases for a large value of o
[65]. For instance, Figure 10 demonstrates that when the
value of o is 30 and the timing synchronization procedure is
achieved 10 times, then the mean offset value raises to 10 us,
approximately. This result is unexpectedly lesser precision
of timing synchronization. Meanwhile, with the repetition
of the timing synchronization procedure up to 25 times, the
average offset is significantly reduced to 7 ps which guaran-
tees precise timing synchronization. In a nutshell, we can say
that the proposed Intra-swarm cluster synchronized approach
can minimize the clock offsets and achieve a better timing
synchronization precision as summarized in Table 3. Also,
the proposed approach’s performance and throughput are
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even much better with a large number of MD drones in the
swarm cluster of drones’ networks.

The performance and throughput of the proposed
self-timing synchronization approach are compared and
benchmarked with the standard receiver- receiver timing
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TABLE 3. Clock offsets and timing synchronization precision.

Synchronization process M and the value of time

Number of deviation ¢
Drones M=10 M=25
o= 10 ps o=30 ps o=10 us o=30 us
10 2.519us 7.853 ps 1.082 ps 5.459 ps
50 4.054 ps 10.49 ps 1.455 ps 4.457 ps
100 324 us 10.37 ps 1.283 ps 941 ps
200 028 pus 10.31 ps 1.339 ps 4.058 pus

synchronization strategy. The frequency precision of the
proposed approach is observed to be almost the same as
the receiver-receiver approach employing the ordinary linear
regression model [36], [37]. This is because; a constant
difference like propagation error does not have any effect on
the frequency precision, which can be treated as the speed of a
clock. In the receiver-receiver approach, the two-way framing
paradigm was utilized while our proposed scheme utilizes a
hybrid one-way and two-way framing.
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Therefore, the local receiver-to-receiver scheme
experience low timing precision rate as well as high control
messages overhead when the number of drones increases.
Nevertheless, the intra and inter-cluster timing scheme syn-
chronization scheme are focuses on message exchange reduc-
tion and synchronization precision is dramatically enhanced
when the number of drones’ is increasing with acceptable
accumulated delay. Figures 10 and 11 show the Average tim-
ing offset and clock skew for 50 drones, where the simulation
achieved less than 1 ms for 20 synchronization processes with
standard deviations bands from o = 10 to 30 us.

Figure 12 shows that the number of CH keeps increasing
with the growing number of nodes. The network clock offsets
and timing synchronization precision increase when raising
the number of drones in the SDN as shown in table II.
Figure 12 (a) indicates three Network sizes in the simulation.
i.e.,, 100 x 300, 200 x 200, and 300 x 300. Figure 12 (b)
demonstrates that the normalized time delay increases whit
the number of cluster head drones.
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FIGURE 13. Comparison of the inter-cluster and conventional scheme for
the average (a) clock skews (b) Clock offsets.

C. BENCHMARKING

Figure 13 illustrates a benchmarking and comparison of aver-
age timing offset and skew between conventional synchro-
nization given in [15] and the proposed inter-cluster, where
the Figure shows a significant improvement of at least 25%
for standard deviation ¢ = 10 for the range of synchroniza-
tion processes up to 25 processes. Generally, different com-
munication and network standards have various frequency
precision and timing precision requirements. For example,
in real-time (RT) applications, the requirement of timing
precision for OFDMA is 1.5 us [37], wherein simulation has
been achieved directly through 15 timing and synchroniza-
tion messages in the proposed approach. The precision of

48020

clock drift and skew requirement of OFDMA has also been
validated in the simulation with 25 messages for timing and
synchronization.

VI. CONCLUSION

Clock skew, drift, and offset have been considered as per-
formance metrics in many literature reviews and industry
studies for drones/UAVs swarm network, where have been
proved that it results in a vital disruption for the UAVs
operation and data exchange. The proposed approach aims to
perform self-synchronizing for the MD in the semi-flat swarm
drones’ network (SDN) architecture. The result shows that
clock offset, drift, and skew errors are notably significantly
reduced to abated value for a different standard deviation
(SD). This performance and throughput are better than the
other existing timing synchronization approaches on the same
scenario and platform. In the simulation, it is verified that
the self-timing synchronization approach offers acceptable
precision for drone swarm and certifies that the overhead
is minimalized up to 75% of the overall traffic without our
synchronization approach.

ACKNOWLEDGMENT
The authors acknowledge DSR technical support.

REFERENCES

[11 IEEE Approved Draft Standard Interface Requirements and Performance
Characteristics for Payload Devices in Drones, Standard P1937.1/D6.0,
May 2020, May 2020.

[2] A. Pourranjbar, M. Baniasadi, A. Abbasfar, and G. Kaddoum, “A novel
distributed algorithm for phase synchronization in unmanned aerial vehi-
cles,” IEEE Commun. Lett., vol. 24, no. 10, pp. 2260-2264, Oct. 2020.

[3] Y. H. Hu and X. L. Zhang, “A new method of range measuring based

on frame timing synchronization code for airborne target drone,” in Proc.

IEEE Int. Symp. Ind. Electron., vol. 4, Jun. 2006, pp. 2710-2713.

J. Diao, M. Hedayati, and Y. E. Wang, ‘‘Experimental demonstration of dis-

tributed beamforming on two flying mini-drones,” in Proc. United States

Nat. Committee URSI Nat. Radio Sci. Meeting (USNC-URSI NRSM),

Jan. 2019, pp. 1-2.

[5] M. Hedayati, J. Diao, and Y. E. Wang, “Adaptive communications with
swarm aperture,” in Proc. IEEE Radio Wireless Symp. (RWS), Jan. 2019,
pp. 1-3.

[6] D.N.Das, R. Sewani, J. Wang, and M. K. Tiwari, “Synchronized truck and
drone routing in package delivery logistics,” IEEE Trans. Intell. Transp.
Syst., early access, May 22, 2020, doi: 10.1109/TITS.2020.2992549.

[7]1 C. K. Au Yeung, B. F. Lo, and S. Torborg, “Drone detection via low
complexity zadoff-chu sequence root estimation,” in Proc. IEEE 17th
Annu. Consum. Commun. Netw. Conf. (CCNC), Jan. 2020, pp. 1-4.

[8] Y. Cai, O. Krasnov, and A. Yarovoy, “Radar recognition of multi-propeller

drones using micro-Doppler linear spectra,” in Proc. 16th Eur. Radar Conf.

(EuRAD), Oct. 2019, pp. 185-188.

H. Liu, Z. Wei, Y. Chen, J. Pan, L. Lin, and Y. Ren, “Drone detection

based on an audio-assisted camera array,” in Proc. IEEE Third Int. Conf.

Multimedia Big Data (BigMM), Apr. 2017, pp. 402-406.

[10] Y. Cai, O. Krasnov, and A. Yarovoy, “Simulation of radar micro-Doppler
patterns for multi-propeller drones,” in Proc. Int. Radar Conf. (RADAR),
Sep. 2019, pp. 1-5.

[11] S. V. Sibanyoni, D. T. Ramotsoela, B. J. Silva, and G. P. Hancke, “A 2-
D acoustic source localization system for drones in search and rescue
missions,” IEEE Sensors J., vol. 19, no. 1, pp. 332-341, Jan. 2019.

[12] J.-H. Kang, K.-J. Park, and H. Kim, “Analysis of localization for drone-
fleet,” in Proc. Int. Conf. Inf. Commun. Technol. Converg. (ICTC),
Oct. 2015, pp. 533-538.

[13] D.Eier and M. Sharples, “Method for GPS and GNSS independent MLAT
system timing synchronization,” in Proc. Integr. Comm., Navig. Surveill.
Conf. (ICNS), Apr. 2019, pp. 1-6.

[4

=

9

—

VOLUME 9, 2021


http://dx.doi.org/10.1109/TITS.2020.2992549

F. Alsolami et al.: Development of Self-Synchronized Drones’ Network

IEEE Access

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

R. Olaniyan and M. Maheswaran, “Multipoint synchronization for fog-
controlled Internet of Things,” IEEE Internet Things J., vol. 6, no. 6,
pp. 9656-9667, Dec. 2019.

0. Seijo, I. Val, and J. A. Lopez-Fernandez, ‘‘Portable full channel sounder
for mobile robotics by using sub-nanosecond time synchronization over
wireless,” in Proc. 16th IEEE Int. Conf. Factory Commun. Syst. (WFCS),
Apr. 2020, pp. 1-4.

S. Sun and J. Ma, “Brain wave control drone,” in Proc. Int. Conf. Artif.
Intell. Adv. Manuf. (AIAM), Oct. 2019, pp. 300-304.

T. H. P. Tran, H. Yamamoto, and K. Yamazaki, “Data synchronization
method in DTN sensor network using autonomous air vehicle,” in Proc.
16th Int. Conf. Adv. Commun. Technol., Feb. 2014, pp. 382-387.

A. Trotta, M. di Felice, L. Bononi, E. Natalizio, L. Perilli, E. F. Scarselli,
T. S. Cinotti, and R. Canegallo, “BEE-DRONES: Energy-efficient data
collection on wake-up radio-based wireless sensor networks,” in Proc.
IEEE INFOCOM Conf. Comput. Commun. Workshops (INFOCOM
WKSHPS), Apr. 2019, pp. 547-553.

F. Lamonaca, D. L. Carni, D. Grimaldi, and P. F. Sciammarella, ‘‘Mobile
object to speed up the synchronization of IoT network,” in Proc. IEEE Int.
Workshop Meas. Netw. (M&N), Sep. 2017, pp. 1-6.

H.-J. Jung, K.-S. Park, C.-J. Kim, and Y.-G. Ha, “‘Formal modeling and ver-
ification of serial communication for autonomous vehicles,” in Proc. IEEE
Int. Conf. Big Data Smart Comput. (BigComp), Jan. 2018, pp. 657-661.
D. Mototolea and C. Stolk, “Software defined radio for analyzing
drone communication protocols,” in Proc. Int. Conf. Commun. (COMM),
Jun. 2018, pp. 485-490.

R. Olaniyan and M. Maheswaran, ‘‘Synchronous scheduling algorithms
for edge coordinated Internet of Things,” in Proc. IEEE 2nd Int. Conf. Fog
Edge Comput. (ICFEC), May 2018, pp. 1-10.

O. Seijo, I. Val, and J. A. Lopez-Fernandez, ‘‘Portable full channel sounder
for industrial wireless applications with mobility by using sub-nanosecond
wireless time synchronization,” IEEE Access, vol. 8, pp. 175576-175588,
2020.

S. Kunze, M. Schiefer, and A. Weinberger, “A GNU radio implementation
for frequency hopping spread spectrum receiver synchronization,” in Proc.
29th Int. Conf. Radioelektronika (RADIOELEKTRONIKA), Apr. 2019,
pp. 1-6.

S.Islam, B. Tonescu, C. Gadea, and D. Ionescu, “Indoor positional tracking
using dual-axis rotating laser sweeps,” in Proc. IEEE Int. Instrum. Meas.
Technol. Conf., May 2016, pp. 1-6.

D. Dornellas, F. Rosa, A. Bernardino, R. Ribeiro, and J. Santos-
Victor, “GPS emulation via visual-inertial odometry for inspection
drones,” in Proc. 19th Int. Conf. Adv. Robot. (ICAR), Dec. 2019,
pp. 755-760.

J.-S. Lauzon, F. Grondin, D. Letourneau, A. L. Desbiens, and F. Michaud,
“Localization of RW-UAVs using particle filtering over distributed micro-
phone arrays,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS),
Sep. 2017, pp. 2479-2484.

T. Hwang, S. Kim, S. Kim, G. Jang, J. Park, S. Park, E. T. Matson,
and K. Kim, “An approach for reducing computational time for real-time
autonomous vehicle tracking,” in Proc. 18th Int. Conf. Control, Automat.
Syst. (ICCAS), Oct. 2018, pp. 1760-1763.

D. W. Matolak and R. Sun, “Air-ground channel characterization for
unmanned aircraft systems: The near-urban environment,” in Proc. IEEE
Mil. Commun. Conf., Oct. 2015, pp. 1656—-1660.

S. N. Afrasiabi, S. Kianpisheh, C. Mouradian, R. H. Glitho, and A. Moghe,
“Application components migration in NFV-based hybrid cloud/fog sys-
tems,” in Proc. IEEE Int. Symp. Local Metrop. Area Netw. (LANMAN),
Jul. 2019, pp. 1-6.

H. Guo, T. Liu, K.-S. Lui, C. Danilov, and K. Nahrstedt, ‘“Secure broadcast
protocol for unmanned aerial vehicle swarms,” in Proc. 29th Int. Conf.
Comput. Commun. Netw. (ICCCN), Aug. 2020, pp. 1-9.

L. Abraham, S. Biju, F. Biju, J. Jose, R. Kalantri, and S. Rajguru, “Swarm
robotics in disaster management,” in Proc. Int. Conf. Innov. Sustain. Com-
put. Technol. (CISCT), Oct. 2019, pp. 1-5.

T. Gee, P. Delmas, S. Joly, V. Baron, R. Ababou, and J.-F. Nezan, “A ded-
icated lightweight binocular stereo system for real-time depth-map gen-
eration,” in Proc. Conf. Design Archit. Signal Image Process. (DASIP),
Oct. 2016, pp. 215-221.

G. A. Litvinov, A. V. Leonov, and D. A. Korneev, “Implementing static
mobility model in relaying network organization in mini-UAVs based
FANET,” in Proc. Syst. Signal Synchronization, Generating Process.
Telecommun. (SYNCHROINFO), Jul. 2018, pp. 1-7.

VOLUME 9, 2021

(35]

(36]

(371

(38]

(391

(40]

(41]

(42]

(43]

(44]

[45]

[46]

(47]

(48]

(49]

(50]

[51]

[52]

[53]

(54]

A.V.Leonov, G. A. Litvinov, and D. A. Korneev, “Simulation and analysis
of transmission range effect on AODV and OLSR routing protocols in
flying ad hoc networks (FANETSs) formed by mini-UAVs with different
node density,” in Proc. Syst. Signal Synchronization, Generating Process.
Telecommun. (SYNCHROINFO), Jul. 2018, pp. 1-7.

D. Rompapas, C. Sandor, A. Plopski, D. Saakes, D. H. Yun, T. Taketomi,
and H. Kato, “Holoroyale: A large scale high fidelity augmented reality
game,” in Proc. 31st Annu. ACM Symp. User Interface Softw. Technol.
Adjunct, Oct. 2018, pp. 409—410.

K. Yoon, D. Park, Y. Yim, K. Kim, S. K. Yang, and M. Robinson, “‘Security
authentication system using encrypted channel on UAV network,” in Proc.
1st IEEE Int. Conf. Robotic Comput. (IRC), Apr. 2017, pp. 393-398.

E. Pak, Y.-M. Ha, J. Park, Y. Kim, M. Song, and T. Kim, “SYNDI-
CATE: Software platform for distributed real-time system,” in Proc. IEEE
21st Pacific Rim Int. Symp. Dependable Comput. (PRDC), Nov. 2015,
pp. 327-328.

J. Tiemann and C. Wietfeld, “Scalable and precise multi-UAV indoor
navigation using TDOA-based UWB localization,” in Proc. Int. Conf.
Indoor Positioning Indoor Navigat. (IPIN), Sep. 2017, pp. 1-7.

S. Abeywickrama, L. Jayasinghe, H. Fu, S. Nissanka, and C. Yuen, “RF-
based direction finding of UAVs using DNN,” in Proc. IEEE Int. Conf.
Commun. Syst. (ICCS), Dec. 2018, pp. 157-161.

P. G. de Vargas, K. S. Kappel, J. L. Marins, T. M. Cabreira, and
P. R. Ferreira, “Patrolling strategy for multiple UAVs with recharging
stations in unknown environments,” in Proc. Latin Amer. Robot. Symp.
(LARS), Brazilian Symp. Robot. (SBR) Workshop Robot. Educ. (WRE),
Oct. 2019, pp. 346-351.

M. R. Inggs, S. Lewis, R. Palama, M. A. Ritchie, and H. Griffiths, “Report
on the 2018 trials of the multistatic NeXtRAD dual band polarimetric
radar,” in Proc. IEEE Radar Conf. (RadarConf), Apr. 2019, pp. 1-6.

J.N. C. Hayton, T. Barros, C. Premebida, M. J. Coombes, and U. J. Nunes,
“CNN-based human detection using a 3D LiDAR onboard a UAV,”
in Proc. IEEE Int. Conf. Auto. Robot Syst. Competitions (ICARSC),
Apr. 2020, pp. 312-318.

M.-A. Messous, H. Sedjelmaci, N. Houari, and S.-M. Senouci, “Compu-
tation offloading game for an UAV network in mobile edge computing,”
in Proc. IEEE Int. Conf. Commun. (ICC), May 2017, pp. 1-6.

D. Tarchi, G. Guglieri, M. Vespe, C. Gioia, F. Sermi, and V. Kyovtorov,
“Mini-radar system for flying platforms,” in Proc. IEEE Int. Workshop
Metrology Aerosp. (MetroAeroSpace), Jun. 2017, pp. 40-44.

S. Al-Abri, S. Maxon, and F. Zhang, “A multi-layer swarm control model
for information propagation and multi-tasking,” in Proc. Amer. Control
Conf. (ACC), Jul. 2019, pp. 4653—4658.

G. Cocco and D. Floreano, “Cross-packet coding for delay-constrained
streaming applications,” IEEE Commun. Lett., vol. 23, no. 11,
pp. 1962-1966, Nov. 2019.

G. Smart, N. Deligiannis, R. Surace, V. Loscri, G. Fortino, and
Y. Andreopoulos, “Decentralized time-synchronized channel swapping
for ad hoc wireless networks,” IEEE Trans. Veh. Technol., vol. 65, no. 10,
pp. 8538-8553, Oct. 2016.

Z. Huang, W. Wu, F. Shan, Y. Bian, Z. Li, J. Wang, and J. Wang,
“CoUAS: A cooperative UAV fleet control and monitoring plat-
form,” in Proc. IEEE Globecom Workshops (GC Wkshps), Dec. 2019,
pp. 1-6.

L. Liu, C. Chen, Z. Ren, T. Qiu, and K. Yang, “A delay-aware and
backbone-based geographic routing for urban VANETS,” in Proc. IEEE
Int. Conf. Commun. (ICC), May 2018, pp. 1-6.

M. Fourniol, V. Gies, V. Barchasz, E. Kussener, and H. Glotin, “Applica-
tions of an ultra low-power analog wake-up detector for environmental IoT
networks and military smart dust,” in Proc. IEEE Int. Conf. Internet Things
Intell. Syst. (IOTAIS), Nov. 2018, pp. 16-22.

G. Pocovi, T. Kolding, M. Lauridsen, R. Mogensen, C. Markmller, and
R. Jess-Williams, “Measurement framework for assessing reliable real-
time capabilities of wireless networks,” IEEE Commun. Mag., vol. 56,
no. 12, pp. 156-163, Dec. 2018.

D. A. Heide, A. E. Cohen, and T. M. Moran, “Signal combination tech-
niques to improve long range communication with multinle relays,” in
Proc. MILCOM - IEEE Mil. Commun. Conf. (MILCOM), Oct. 2018,
pp. 284-289.

V. Autefage, S. Chaumette, and D. Magoni, “A mission-oriented ser-
vice discovery mechanism for highly dynamic autonomous swarms of
unmanned systems,” in Proc. IEEE Int. Conf. Autonomic Comput.,
Jul. 2015, pp. 31-40.

48021



IEEE Access

F. Alsolami et al.: Development of Self-Synchronized Drones’ Network

[55] E. M. Fischell, A. R. Kroo, and B. W. O’Neill, ““Single-hydrophone low-
cost underwater vehicle swarming,” IEEE Robot. Autom. Lett., vol. 5,no. 2,
pp. 354-361, Apr. 2020.

[56] K. A. Awan, 1. U. Din, A. Almogren, M. Guizani, and S. Khan,
“StabTrust—A stable and centralized trust-based clustering mechanism
for IoT enabled vehicular ad-hoc networks,” IEEE Access, vol. 8,
pp. 21159-21177, 2020.

[57] 1. S. Alkhalifa and A. S. Almogren, “NSSC: Novel segment based safety
message broadcasting in cluster-based vehicular sensor network,” IEEE
Access, vol. 8, pp. 34299-34312, 2020.

FAWAZ ALSOLAMI (Member, IEEE) received
the B.Sc. degree from the Department of Computer
Science, Faculty of Science, King AbdulAziz Uni-
versity, Jeddah, Saudi Arabia, in 2004, and the
M.Sc. and Ph.D. degrees from the University of
Waterloo, Canada, in 2008 and 2012, respectively.
He is currently an Assistant Professor with the Fac-
ulty of Computing and Information Technology,
King Abdulaziz University.

FAHAD A. ALQURASHI (Member, IEEE)
received the M.Sc. degree from the Department of
Computer Science, Florida Institute of Technol-
ogy, Melbourne, FL, USA, in 2011, and the Ph.D.
degree from the Department of Computer Engi-
neering, Florida Institute of Technology, in 2015.
He is currently an Associate Professor with the
Faculty of Computing and Information Technol-
ogy, King Abdulaziz University, Jeddah, Saudi
Arabia.

MOHAMMAD KAMRUL HASAN (Senior Mem-
ber, IEEE) is currently appointed as a Senior
Lecturer with Universiti Kebangsaan Malaysia
(UKM), Malaysia. His current project is "Smart
Grid Control and Measurement," and “IoT Sensor
Network.” He has published several numbers of
international journals, such as Wireless Personal
Communications, International Journal of Mobile
Communications, Elektronika Ir Elektrotechnika,
EURASIP Journal on Wireless Communications
and Networking, ScienceAsia Journal, International Journal of Future Gen-
eration Communication and Networking, Advanced Science Letters, Lec-
ture Notes in Electrical Engineering (Springer International Publishing),
Malaysian Journal of Mathematical Sciences, Research Journal of Applied
Sciences, Engineering and Technology Journal, World Applied Science Jour-
nal (WASJ) and conferences. His research interests include network and
communication technology research cluster: communication and network
engineering, network security, the IoT sensor networks, smart grid control
and measurement, and mobile network at the Center for Cyber Security. He is
a Member of the Institution of Engineering and Technology (MIET).

48022

RASHID A. SAEED (Senior Member, IEEE)

received the Ph.D. degree in communications and

network engineering, Universiti Putra Malaysia

(UPM). He was a Senior Researcher with

Telekom MalaysiaTM Research and Develop-

ment (TMRND) and MIMOS. He is currently

- a Professor with the Department of Computer

.l Engineering, Taif University. He is also working

’ with the Department of Electronics, Sudan Uni-

versity of Science and Technology (SUST). He has

supervised more than 50 M.Sc./Ph.D. students. He has published more than

150 research papers, books, and book chapters on wireless communications

and networking in peer-reviewed academic journals and conferences. His

areas of research interests include computer networks, cognitive computing,

computer engineering, wireless broadband, and WiMAX Femtocell. He is

successfully awarded three U.S. patents in these areas. He is a Member of
IEM (L.LE.M), SigmaXi, and SEC.

S. ABDEL-KHALEK received the Ph.D. degree
in computer science from Al-Azhar University,
in 2016. He is currently a Full Professor of Applied
Mathematics with the Department of Mathemat-
ics, Faculty of Science, Sohag University, Egypt.
He is also an Associate Professor of Applied
Mathematics with the Department of Mathemat-
ics, Faculty of Science, Taif University, Taif, Saudi
Arabia. He is the author of several articles pub-
lished in different international scientific journals.
His research interests include quantum information and computer sciences.
He is a member of different working groups.

ANIS BEN ISHAK received the Ph.D. degree

from the Institut Supérieur de Gestion de Tunis,

Université De Tunis, Tunis, in 2007. He was an

) Associate Professor of Applied Mathematics with

the Department of Mathematics, Faculty of Sci-

ence, Taif University, Taif, Saudi Arabia, from

2013 to 2017. He is currently a Professor with

the Institut Supérieur de Gestion de Tunis. He has

published papers in different international scien-

tific journals and conferences. His research inter-

est includes feature selection, feature extraction, machine learning, support
vector machine, pattern recognition, classification, and supervised learning.

VOLUME 9, 2021



