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ABSTRACT Sound source localization and separation are essential functions for robot audition to compre-
hend acoustic environments. The widely-used multiple signal classification (MUSIC) can precisely estimate
the directions of arrival (DoAs) of multiple sound sources if its hyperparameters are selected appropriately
depending on the surrounding environment. A popular separation method based on a complex Gaussian
mixture model (CGMM), on the other hand, can extract multiple sources even in noisy environments
if its latent variables are properly initialized to avoid bad local optima. To overcome the drawbacks of
both the MUSIC and CGMM, we propose a robot audition framework that complementarily combines
the MUSIC and CGMM in a probabilistic manner. Our method is based on a variant of the CGMM
conditioned by the localization results of MUSIC. The hyperparameters of MUSIC are estimated by the
type II maximum likelihood estimation of the CGMM, and the CGMM itself is efficiently initialized
and regularized by using the localization results of MUSIC. Experimental results show that our method
outperformed conventional localization and separation methods even when the number of sound sources is
unknown. we also demonstrate that our method can work even with moving sound sources in real time.

INDEX TERMS Robot audition, multichannel signal processing, sound source localization, sound source
separation, Bayesian signal processing.

I. INTRODUCTION
Robot audition, which computationally comprehends acous-
tic environments [1]–[4], is an essential function for robots
working in our everyday lives. A service robot communicat-
ing with humans, for example, has to understand what the
customer is saying in a crowded noisy shop. A rescue robot
searching for victims by detecting faint voices or other sounds
needs to understand acoustic scenes. Such a robot has to be
equipped with a computational audition system enabling it to
comprehend when, where, and which kind of a sound event
happens.

The construction of a typical robot audition system is based
on sound source localization and separation to recognizemul-
tiple sound sources from a mixture observation [5]–[8]. Such
systems have been based on a cascading strategy; they firstly
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localize sound sources from a multichannel observation and
then separate the sound sources by using the localization
results. For the localization, multiple signal classification
(MUSIC) [9], [10] and steered response power with phase
transform (SRP-PHAT) [11] have been extensively utilized.
For the separation, adaptive beamformers and blind source
separation (BSS) methods constrained by the localization
results have been widely used [12], [13]. These systems
can work in real time on a low-resource computer (e.g.,
a laptop computer) by combining the individual modules.
This combination has enabled various applications such as
humanoid robots [14]–[16], search-and-rescue drones [17],
and tele-existence robots [18].

A major problem of the cascading systems is that when
the source localization fails, the subsequent separation also
severely deteriorates. For example, MUSIC-based localiza-
tion, which is known for its high spatial resolution, requires
hyperparameters such as thresholding parameters and the
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FIGURE 1. Overview of proposed MUSIC-CGMM.

number of sound sources. Because these parameters are crit-
ical to the performance, MUSIC (and the subsequent sepa-
ration) often deteriorate in unknown environments where the
hyperparameters cannot be optimized in advance.

To overcome the limitation of the cascading approach,
statistical methods unifying sound source localization and
separation have been studied [19], [20]. Complex Gaus-
sian mixture models (CGMMs), for example, have been
proposed to jointly localize and separate sound sources by
estimating the posterior distributions of the latent direc-
tions of arrival (DoAs) and time-frequency (TF) mask of
sources [19], [21]. This method can complementarily esti-
mate the DoAs and TF mask by iteratively and alternately
updating these variables. In practice, however, this approach
is sensitive to the initial values for the iteration, and the
estimation often gets stuck at a bad local optimum, resulting
in a performance limitation.

In this paper we present a hybrid robot audition framework,
called MUSIC-CGMM, that complementarily combines the
conventional cascading and unified frameworks (Fig. 1). We
take the full advantage of the MUSIC-based localization,
which works very well if its hyperparameters are appro-
priately selected. More specifically, we formulate a variant
of the CGMM conditioned by the outputs of MUSIC. The
hyperparameters of MUSIC are automatically selected based
on the likelihood of the probabilistic model. The CGMM
is, on the other hand, efficiently initialized and regularized
with the localization results of MUSIC. The inference is
formulated as a variational expectation-maximization (VEM)
algorithm [22] and implemented in a mini-batch manner to
work with moving sound sources in real time.

The main contribution of this study is to mildly integrate
source localization and separation in a probabilistic manner.
Existing methods integrate them in cascaded [6]–[8] or fully
integrated manner [19]–[21], which results in a performance
limitation. The proposedmethod integrates theMUSIC local-
ization and CGMM separation to complementarily solve their
problems while keeping their strengths. We demonstrate the
effectiveness of the proposed method with experimental eval-
uations using both simulated data and data recorded by a
mobile robot. We also show our method works in real time on
a laptop computer having a graphic processing unit (GPU).

The rest of this paper is organized as follows. Sec. II intro-
duces the related work on robot audition systems and also
discusses recent neural methods. Sec. III describes the pro-
posed method combining the MUSIC and CGMM. Sec. IV
describes the real-time extension of the proposed method.
Sec. V evaluates the proposed method in a variety of condi-
tions with numerically simulated data. Sec. VI reports exper-
iments with audio data recorded by an autonomous mobile
robot. Sec. VII concludes this paper.

II. RELATED WORK
This section introduces the existing studies of sound source
localization and separation methods and reviews the robot
audition frameworks combining these methods.

A. SOUND SOURCE LOCALIZATION
Amost fundamental approach to sound source localization is
the steered response power (SRP) (or equivalently beamform-
ing) method [23]–[25]. Especially, SRP-PHAT [24] has been
widely used because of its robustness against reverberation.
By using pre-measured steering vectors for potential source
directions, SRP-PHAT estimates the source existence in the
directions. Due to the high computational cost of searching
all the potential directions, a low-cost searching algorithm
called SVD-PHAT has been proposed with a singular value
decomposition (SVD) [11]. It has been also reported that
SVD-PHAT can improve the robustness against directional
noise by using spatial covariance subtraction [26].

Since the SRP methods may be degraded when the input
mixture includes multiple sources, sub-space methods have
been widely studied to localize multiple sound sources from
their mixture signal [9], [10], [27], [28]. MUSIC [9] is a pop-
ular sub-space method that utilizes the standard eigenvalue
decomposition (SEVD) to distinguish speech and noise sub-
spaces. A MUSIC method based on the generalized eigen-
value decomposition (GEVD) has also been investigated for
improving the robustness against directional noise [29]. The
GEVD-MUSIC has been utilized for localizing a victim’s
voice from a noisy quadrocopter [30], [31]. A variant of the
GEVD-MUSIC with the generalized SVD (GSVD) has also
been reported to reduce the computational cost [10].

B. SOUND SOURCE SEPARATION
BSS has been studied to separate a multichannel mixture
signal into latent source signals with few prior information
about sound sources or microphones [32]–[35]. Indepen-
dent vector analysis (IVA) [33], for example, is a popu-
lar BSS method used to separate source signals based on
their statistical independence. Assuming the source spec-
trograms of IVA to be low-rank, independent low-rank
matrix analysis (ILRMA) [34] has been proposed to
improve the separation performance. Another kind of BSS
is a clustering-based approach that estimates a TF mask
to separate source signals. A complex Gaussian mixture
model (CGMM) [36] was reported to robustly estimate
the TF mask for real noisy speech signals provided in
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CHiME-3 and -4 challenges [37], [38]. This model is also
called a complex angular central GMM (CACGMM) [39] and
was widely used in CHiME-5 and -6 challenges [40], [41].

Source separation based on deep learning is also actively
studied in efforts to achieve excellent performance. For
example, deep clustering [42] and permutation invari-
ant training (PIT) [43] are the most popular methods.
A fully convolutional time-domain audio separation network
(Conv-TasNet) [44] with PIT has yielded significantly bet-
ter separation performance than that of the conventional TF
domain neural methods. Despite their advances, the perfor-
mance often deteriorates in unknown environments that are
not included in the training data. To solve this problem, BSS
has been utilized to generate pseudo supervised data for the
target environment to train the network [45]–[47].

C. INTEGRATED SYSTEMS
Robot audition systems have been developed by combining
the sound source localization and separation. ODAS [8],
for example, is developed for low-cost embedded com-
puters such as the Raspberry Pi computers. This sys-
tem utilizes SRP-PHAT [25] for localization and separates
sources by using a beamforming technique. HARK [5], [6]
localizes sound sources based on MUSIC [10] and sepa-
rate sources based on BSS constrained by the localization
results [12]. HARK also performs automatic speech recog-
nition to retrieve the contents of the separated signals. This
system has been utilized for various robot systems including
humanoid robots [16], autonomous mobile robots [48], and
drones [17], [49]. These cascading systems are designed to
work in real time by combining the individual modules of
localization, separation, and recognition methods. Because
each module is designed to perform a different task, the
failure of a module is hard to be recovered by the subsequent
modules.

To overcome the drawback of the cascading approach, sev-
eral unified probabilistic methods have been developed [19],
[21], [50]. A CGMM-like model inspired by latent Dirich-
let allocation (LDA) [19], [51] was proposed to jointly esti-
mate the TFmask andDoAs for source signals from amixture
recording. The estimation errors of the latent parameters
can be recovered during the iterative inference because the
model handles the dependency of the parameters. In addition,
the number of sound sources is also automatically determined
during the inference because this model is formulated in a
Bayesian manner with a hierarchical Dirichlet process [52].
A CGMM with a complex inverse Wishart mixture model
(CIWMM) [21] has also been proposed to jointly localize and
separate sources with much less computational cost. These
methods, however, have initialization sensitivity due to the
dependencies between the TF mask and DoAs.

III. PROPOSED INTEGRATION OF MUSIC AND CGMM
To overcome the drawbacks of both the cascading and
unified frameworks, our method combines MUSIC-based
localization and CGMM-based separation in a probabilistic

manner.We first describe the details ofMUSIC and formulate
a CGMM constrained by the results of MUSIC. We then
explain the probabilistic inference to optimize the hyperpa-
rameters of MUSIC and to estimate the latent TF mask of the
CGMM. Our framework enables MUSIC to select its hyper-
parameters from the model likelihood and the CGMM to
stably separate sources with the prior information of MUSIC.

A. PROBLEM SPECIFICATION
The proposed MUSIC-CGMM estimates DoAs and TF mask
of latent sound sources from a multichannel mixture record-
ing as follows:

Input:
M -channel mixture signal xtf ∈ CM ,
Output:
1. DoA dk ∈ {1, . . . ,D} of source k ∈ {1, . . . ,Kmax},
2. Time-frequency mask ẑtfk ∈ [0, 1],
Assumption:
1. The observation X includes Kmax sources at most,
2. Pre-measured steering vectors bfd ∈ CM are given,

where t = 1, . . . ,T and f = 1, . . .F represent the
indices for time frames and frequency bins, respectively.
We utilize pre-measured steering vectors of potential DoAs
d = 1, . . . ,D to localize sound sources. These vectors are
measured in an actual environment or calculated by using
the plane-wave assumption from the array geometry. In this
paper, we assume the potential DoAs d on a horizontal plane
with an interval of 5◦ (D = 72). Note that because the steering
vectors for an observation change from the pre-measured
ones depending on the surrounding environment, we use the
pre-measured vectors only as prior information.

B. MUSIC-BASED SOURCE LOCALIZATION
MUSIC-based localization utilizes the eigenvectors efl ∈ CM

of the average spatial covariance matrix of an observation
1
T

∑
t xtf x

H
tf . The eigenvectors can be split into two subsets

respectively spanning a directional source space and a dif-
fuse noise space by using their eigenvalues [9], [10]. Since
the eigenvectors corresponding to the directional sources are
orthogonal to those for the diffuse noise, a MUSIC spectro-
gram is calculated to indicate the source intensity at potential
directions d as follows [10]:

y(L)fd =
bH
fdbfd∑M

l=L+1 |b
H
fdefl |

, (1)

where efl is the eigenvector that has the l-th largest eigenvalue
and L is a parameter indicating the number of sources in the
observation.

TheMUSIC spectrogram y(L)fd is thenmerged into aMUSIC

spectrum y(L)d for all frequencies by taking the sum of y(L)fd
weighted by the eigenvalues λfl ∈ R+:

y(L)d =

F∑
f=1

√
λf 1

bH
fdbfd∑M

l=L+1 |b
H
fdefl |

. (2)
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The DoA candidates d (L)k are finally obtained by taking the
Kmax peaks from this MUSIC spectrum y(L)d .
The MUSIC-based localization has generally been per-

formed by thresholding the DoA candidates d (L)k [10], [18],
[31] to reject pseudo peaks. Since the peaks of the MUSIC
spectrum includes pseudo sources caused by spatial aliasing
and reflected sounds, the optimal thresholding parameter
changes according to the array geometry and surrounding
environments. In addition, because the optimum value of L
changes for each frequency bin, this parameter depends on
the characteristics of source signals. This dependency further
makes it difficult to fix L in advance. Our MUSIC-CGMM
robustly determines L and validates the candidates d (L)k such
that the log-marginal likelihood of the CGMM is maximized.

C. CGMM-BASED PROBABILISTIC MODEL
The CGMM [21], [36] represents the M -channel observed
signal xtf ∈ CM with Kmax source signals stfk ∈ C and a
noise signal ntf ∈ CM as follows:

xtf =
Kmax∑
k=1

(ztfkafk )stfk + ztf 0ntf , (3)

where ztfk ∈ {0, 1} is a TF mask introduced by assuming
the source spectra to be sufficiently sparse and afk ∈ CM

is the steering vector of source k . The source signals stfk and
noise signal ntf are assumed to follow the zero-mean complex
Gaussian distributions:

stfk ∼ NC
(
0, λtfk

)
k = 1, . . . ,Kmax, (4)

ntf ∼ NC
(
0, λtf 0Hf 0

)
, (5)

where λtfk represents the power spectral density (PSD) of
each signal and Hf 0 is the spatial covariance matrix (SCM)
of the noise. From Eqs. (3)–(5), we obtain the likelihood
function of xtf as the following Gaussian mixture model:

xtf ∼
Kmax∏
k=0

NC
(
0, λtfkHfk

)ztfk , (6)

where Hfk = E[afkaH
fk ] (k = 1, . . . ,Kmax) is the SCM of

source k .
To constrain the directivity of each source, we assume the

SCM Hfk to follow a complex inverse Wishart distribution
(denoted as IWC) [53]:

Hfk ∼ IWC
(
νk , νkG

(L)
fk

)
, (7)

where νk > M − 1 is a hyperparameter that controls the
strength of this prior distribution. To associate source k to the
DoA candidate d (L)k estimated by MUSIC, the SCM G(L)

fk for
source k ∈ {1, . . . ,Kmax} is given as follows:

G(L)
fk = bfd (L)k

bH
fd (L)k

+ εIM , (8)

where ε ∈ R+ is a hyperparameter representing the fluctua-
tion of the source location. The SCM G(L)

f 0 for noise, on the

other hand, is given to represent the diffuse noise as follows:

G(L)
f 0 = IM . (9)

To encourage the shrinkage of sources corresponding to
the incorrect DoA candidates, we put a Dirichlet-categorical
prior [51] on ztfk .Wefirst put the categorical prior on themask
ztf = [ztf 1, . . . , ztfK ]T as follows:

ztf ∼ Cat (πt0, . . . , πtK ) , (10)

where πtk ∈ R+ (
∑

k πtk = 1) is the prior probability that the
source k is selected at time frame t . This parameter is further
assumed to follow the Dirichlet distribution for encouraging
the shrinkage:

π t ∼ Dir (α0, . . . , αK ) , (11)

where αk is a hyperparameter whose smaller values encour-
age stronger shrinkage.

D. INTEGRATED INFERENCE
To perform source localization and separation complemen-
tarily, we estimate the posterior probability of the TF
mask p(Z|X,λ,G(L)) while selecting the MUSIC’s hyper-
parameter L that maximizes the log-marginal likelihood
log p(X|λ,G(L)). The conventional thresholding of the DoA
candidates d (L)k ofMUSIC is replaced by that of the estimated
TF mask to consider the spatial model of the CGMM.

Since the log-marginal likelihood log p(X|λ,G(L)) and
the posterior p(Z|X,λ,G(L)) is hard to analytically calcu-
late, we estimate them by using variational Bayesian infer-
ence [22].More specifically, we estimate them by introducing
the following variational posterior q:

p(Z,π ,H | X,λ,G(L)) ≈ q(Z)q(π)q(H). (12)

Instead of the log-marginal likelihood, wemaximize its lower
bound called the evidence lower-bound (ELBO):

L(L)
= Eq

[
log p(X | H, λtfk ,Z)

]
−DKL[q(Z,π ,H) | p(Z,π ,H | G(L)

fk )]. (13)

The maximization of the ELBO corresponds to the min-
imization of the Kullback-Leibler divergence between the
variational posterior q and the true posterior p.

The whole inference procedure is organized in three steps
as illustrated in Fig. 1:

1) The MUSIC source localization is performed to obtain
d (L)k for each hyperparameter candidate L ∈ L =
{1, . . . ,M − 2}.

2) For each candidate L, the posterior q and PSD λ are
estimated to maximize the ELBO L(L).

3) The results whose L maximizes L(L) are selected as the
output of MUSIC-CGMM.

The hyperparameter of MUSIC L is selected so that the
log-marginal likelihood of the CGMM is maximized. This
inference is called a type II maximum likelihood estimation.
The posterior q(Z,π ,H) and PSD λ, on the other hand, are
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obtained by the variational expectation-maximization (VEM)
algorithm. More specifically, this inference iteratively and
alternately updates these variables as follows:

log q(ztfk = 1) = ẑtfk ← 〈logπtk 〉 − 〈log |Hfk |〉

−M log λtfk − tr
(
〈H−1fk 〉xtf x

H
tf

)
+ const.,

(14)

q(π t ) ← Dir

α + F∑
f=1

ẑtf

 , (15)

q(Hfk )← IWC

(
νk+

T∑
t=0

ẑtfk ,G
(L)
fk +

T∑
t=0

xtf xH
tf

)
,

(16)

λtfk ←
1
M

tr
(
〈H−1fk 〉xtf x

H
tf

)
, (17)

where 〈·〉 represents the expectation by the posterior q. As in
the variational BayesianGMMalgorithms [22], we accelerate
the inference by stopping the parameter updating of a redun-
dant source k as q(ztfk = 1)← 0 when the average value of
the TF mask ẑtfk is lower than a small value ψ z.

E. INITIALIZATION OF CGMM
To update the variational posteriors q(Z), q(π), and q(H) and
the PSD λ, they need initial values for the iteration. In this
paper we initialize only q(Z) andλ because q(π ) and q(H) can
be initialized by Eqs. (15) and (16), respectively. The q(ztfk =
1) (equivalently ẑtfk ) is initialized by using the localization
results of MUSIC dk as follows:

ẑtfk ∝ NC

(
xtf

∣∣∣∣0,G(L)
fdk

)
k = 1, . . . ,Kmax, (18)

ẑtf 0 =

{
1, if |xtfm|2 < x̃,
0, otherwise,

(19)

where x̃ is a median value of the power spectrogram |xtfm|2

for initializing the mask of noise (k = 0). The PSD is simply
initialized by the average power spectrogram as follows:

λtfk =
1
M

M∑
m=1

∣∣xtfm∣∣2 . (20)

F. POST-PROCESSING
After obtaining the DoA dk and TF mask ẑtfk by the VEM
algorithm, we perform several post-processing techniques for
further improving the separation quality. First, we remove
sources having small powers, which can be considered as
negligible sources. Such a source is detected if the following
equation is satisfied:

10 log10

(∑
t,f ẑtfk

∑
m |xtfm|

2∑
t,f ,m |xtfm|

2

)
< ψdB. (21)

This equation represents whether the power ratio of the
masked spectrogram and the observed mixture spectrogram
is less than ψdB dB. We finally obtain distortion-less source

FIGURE 2. Overview of mini-batch inference.

signals ŝtfk by using a minimum variance distortionless
response (MVDR) beamformer [54], [55] as follows:

ŝtfk =
1

tr
{(

R¬kf
)−1

Rk
f

}eT
1

(
R¬kf

)−1
Rk
f xtf , (22)

Rk
f =

1∑
t ẑtfk

∑
t

ẑtfkxtf xH
tf , (23)

R¬kf =
1∑

t
(
1− ẑtfk

) ∑
t

(
1− ẑtfk

)
xtf xH

tf , (24)

where em is the m-th identity vector, and e1 is utilized to
extract the source image at the 1st channel. The scale of the
source image is corrected with the blind analytic normaliza-
tion (BAN) postfilter as in [40].

IV. REAL-TIME INFERENCE
This section describes the mini-batch (streaming) infer-
ence of the MUSIC-CGMM called St-MUSIC-CGMM for a
real-time robot audition system.

A. PROBLEM SPECIFICATION
The problem setting of the mini-batch inference is defined as
follows:
Input:
M -channel mixture signal x(i)tf ∈ CM of mini-batch i,
Output:
1. DoA d (i)k ∈ {1, . . . ,D} of source k ,
2. Time-frequency mask ẑ(i)tfk ∈ [0, 1],
Assumptions:
1. X(i) includes Kmax sources at most,
2. Pre-measured steering vectors bfd ∈ CM are given,

where i indicates the index of a mini-batch having T frames
with τ -frame shifting interval.

B. MINI-BATCH INFERENCE
The mini-batch inference incrementally outputs L(i), d (i)k , and
ẑ(i)tfk for each batch i by using the MUSIC-CGMM (Fig. 2). In
this scenario there is ambiguity of source indices k between
the adjacent batches. We solve this problem by associating
sources between two batches with the following two criteria.
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FIGURE 3. Pruning of hyperparameter candidates when both 1L− and
1L+ are set to 2. Blue-edged circles are evaluated values and blue-filled
circles are optimum values at corresponding mini-batches.

One evaluates the similarity of the TF mask to maintain the
consistency of source spectra. The other is the DoA difference
to reject associations of sources far from each other. More
specifically, we find a permutation K(i) by minimizing the
absolute differences of TF masks as follows:

argmin
K(i)

T−τ∑
t=1

∑
(k1,k2)∈K(i)

∣∣∣ẑ(n−1)(t+τ )fk1
− ẑ(i)tfk2

∣∣∣ , (25)

where the permutation K(i) satisfies that the DoA differences
of sources are less than a threshold ψd > 0:

K(i)
⊂

{
(k1, k2)

∣∣∣∣∣∣d (n−1)k1
− d (i)k2

∣∣∣ < ψd
}
. (26)

If the current batch i has a sound source that is not associated
with the previous batch i− 1, we consider that the source has
newly appeared. Conversely, if a source in the previous batch
i−1 is not associated with the current batch i, then the source
is considered to have disappeared.

To localize and separate sound sources in real time, the pro-
posed mini-batch inference is accelerated by a pruning tech-
nique as shown in Fig. 3. The original MUSIC-CGMM has
to evaluate all the possible candidates of L(i) ∈ L =

{1, . . . ,M − 2} per mini-batch i. This is problematic when
the number of microphones is relatively large. To solve this
problem, we introduce a pruning of the candidates. By assum-
ing that the number of sources does not change drastically, the
searching range of L(i) is limited to the values only around the
last estimate L̂(i−1):

L(i)
= {L̂(n−1) −1L−, . . . , L̂(n−1) +1L+} ∧ L, (27)

where 1L− and 1L+ are hyperparameters representing the
lower and upper ranges for searching L(i), respectively.

V. EXPERIMENTS WITH SIMULATED DATA
To evaluate the proposed MUSIC-CGMM in various condi-
tions, we first conducted experiments with mixture signals
simulated numerically.

A. DATASET AND EVALUATION CRITERIA
The mixture signals were generated by convoluting room
impulse responses (RIRs) to the dry speech signals from the
WSJ0 English speech corpus [56]. The RIRs were numeri-
cally generated by using the image method [57]. As shown

FIGURE 4. Configuration of microphone array and sources.

in Fig. 4, a microphone array was assumed in a rectangular
roomwhose dimensionswere 10 m ×10 m ×3 m . The rever-
beration time (RT60) of the roomwas set to 0.2 s. The sources
were placed at random positions such that the horizontal
angle differences between the array and any pair of sources
was at least 15◦. The number of sources N in a mixture
was changed randomly among {1, 2, 3}. The speech signals
were mixed at random powers uniformly chosen between
−2.5 dB and 2.5 dB. To simulate diffuse noise, we added
Gaussian noise to the speech mixture with a signal-to-noise
ratio (SNR) randomly chosen between 5 dB and 25 dB. We
evaluated three circular microphone arrays 8 cm in diame-
ter having M ∈ {4, 6, 8} microphones. For each condition
of M , we generated 1000 mixtures with a sampling rate
of 16 kHz. In total, the evaluation dataset had 3000 mixture
signals.

The performance of localization and separation was evalu-
ated by the following criteria. The localization was evaluated
by precision, recall, and their F-measure [49]. The precision
P and recallR were calculated for each mixture as follows:

P =
N (correct)

N (estimated) , R =
N (correct)

N (true) , (28)

where N (true), N (estimated), and N (correct) represent the number
of true, estimated, and correctly-estimated sources, respec-
tively. The N (correct) was calculated as the number of sources
whose (average) estimated DoAs had errors less than 5◦

from those of the true sources. The F-measure F was cal-
culated as the harmonic mean of the precision and recall. On
the other hand, the source separation was evaluated by the
scale-invariant source-to-distortion ratio (SI-SDR) [58] in dB
and the perceptual evaluation of speech quality (PESQ) [59]
ranging from −0.5 to 4.5, which are widely-used criteria for
source separation. When the evaluated methods estimate a
lower number of sources than the actual number, the SI-SDR
and PESQ for the missing sources cannot be measured. In
work reported in this paper, we regarded such SI-SDR and
PESQ as −∞ and evaluated the median values of SI-SDR
and PESQ for all the mixtures in each condition.

B. EVALUATION FOR BATCH METHOD
This subsection reports the experimental results for the batch
MUSIC-CGMM described in Sec. III.
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TABLE 1. Localization performance for batch methods in average F-measure, precision, and recall.

TABLE 2. Separation performance for batch methods in median SI-SDR.

1) EXPERIMENTAL CONDITION
The hyperparameters for MUSIC-CGMM were as follows.
We obtained multichannel spectrograms by the short-time
Fourier transform (STFT) with the frame length of 1024 sam-
ples and the shifting interval of 128 samples. To calculate the
MUSIC spectrum, we cut off the frequency bins under 500Hz
to suppress false peaks. The maximum number of sources
Kmax was set to 8. The hyperparameters of the CGMM ν0,
νk (k = 1, . . . ,Kmax), ε, and αk were set to 1.0, 5.0, 10−3,
and 5.0, respectively. The thresholding parameter ψ z was set
to 0.01. We iterated the proposed VEM update rules 20 times
at each L. The parameter for the post-processing ψdB was set
to −10 dB. These hyperparameters were determined empir-
ically. Note that these parameters were not finely optimized
for the evaluation data.

MUSIC-CGMM was compared with the following batch
localization and separation methods. As baseline localiza-
tion methods, SRP-PHAT [24] and SEVD-MUSIC [29] were
evaluated. Although these methods were proposed more than
10 years ago, they are still actively utilized in recent stud-
ies [23]. Both the SRP-PHAT and SEVD-MUSIC have a
thresholding parameter to reject pseudo peaks, which has
to be selected appropriately. This parameter was optimized
such that the average F-measure for all the mixtures was
maximized for each condition of M . Since SEVD-MUSIC
requires the number of sources L in advance, we evaluated
all the candidates L = {1, 2, . . . ,M − 2}. As baseline sep-
aration methods, we evaluated three blind source separation
methods: AuxIVA [33], ILRMA [34], and CACGMM [39].
AuxIVA and ILRMA assume a determined condition that the
number of sources equals that of microphones. As in [60],

we performed these methods with all the microphones and
then selected sources that maximize the average SI-SDR for
a mixture signal. The number of bases for ILRMA, which is
a hyperparameter to control the low-rankness of source spec-
tra, was set to 8. Similarly, because the CACGMM requires
the number of sound sources K in advance, we performed
the CACGMM with K = 8 to extract N sources that
maximize the average SI-SDR for a mixture signal. As a
method for joint localization and separation, we evaluated the
permutation-free CGMM (PF-CGMM) that has a CIWMM
prior on the SCMs [21]. For fair comparison, we put a
categorical-Dirichlet prior on the TFmask (Eqs. (10)–(11)) to
automatically estimate the number of sources and estimated
the parameters by a VEM algorithm. We utilized the initial-
ization method proposed in [19]. The hyperparameters were
set to the same values as in MUSIC-CGMM.

2) EXPERIMENTAL RESULTS
Table 1 shows the localization performance in average
F-measures, precisions, and recalls. First, SEVD-MUSIC
outperformed SRP-PHAT by selecting the best value of L for
each condition (L = 2 in M = 4, L = 3 in M = 6, and
L = 3 in M = 8). The performance of SEVD-MUSIC, how-
ever, significantly deteriorated when the parameter was not
appropriately selected, and thus the parameter tuning is essen-
tial for MUSIC. In contrast, the proposed MUSIC-CGMM
outperformed both the SRP-PHAT and SEVD-MUSIC. This
is because our method can adaptively select the best param-
eter for each observation. In addition, the localization per-
formance of MUSIC-CGMM was significantly better than
that of PF-CGMM. Since the localization and separation
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TABLE 3. Separation performance for batch methods in median PESQ.

FIGURE 5. Excerpts of spectrograms separated by batch methods for an 8-channel mixture signal including two sources.

are mutually dependent, PF-CGMM easily gets stuck at a
local optimum. Our MUSIC-CGMM successfully avoided
this problem by utilizing the MUSIC localization.

Tables 2 and 3 summarize the separation performance
in median SI-SDR and PESQ, respectively. Compared
with the blind separation methods (AuxIVA, ILRMA, and
CACGMM), PF-CGMM,which used the pre-measured steer-
ing vectors, achieved better performance. The performance
was further improved by our MUSIC-CGMM as in the local-
ization results. As shown in Fig. 5, AuxIVA and ILRMA have
estimated different sources above and below about 3 kHz,
which is called the frequency permutation ambiguity prob-
lem. CACGMM solved this problem with an external per-
mutation solver [61], and PF-CGMM and MUSIC-CGMM
resolved this problem by using the pre-measured steering
vectors. The beamforming-based post-processing degraded
the SI-SDRs from the version without it (MUSIC-CGMM
w/o MVDR), while the PESQs were improved when the
number of microphones M was 6 or more. We can see that
the spectrograms of the mask-based methods (CACGMM,
PF-CGMM, and MUSIC-CGMM w/o MVDR) have heavy
salt-and-pepper-like noise on the separated spectrograms.
Such artificial distortion often disturbs the automatic recogni-
tion of the separated signals. This distortion was recovered by
the post-processing (MUSIC-CGMM), as can be seen from
its spectrogram and the improvement in PESQ.

C. EVALUATION FOR STREAMING METHOD
Here we report experimental results for the mini-batch
method (St-MUSIC-CGMM) proposed in Sec. IV.

1) EXPERIMENTAL CONDITION
The hyperparameters of the proposed St-MUSIC-CGMM
were set as follows. The batch size T was set to 200 frames
(1.6 s), and the shifting interval τ was set to 100 frames
(0.8 s). The DoA difference tolerance ψd was set to
45◦. The pruning parameters 1L− and 1L+ were set
to 3 and 2, respectively. The other hyperparameters were
set to the same values as for the batch MUSIC-CGMM
in the previous section. As in the batch method,
we experimentally determined these hyperparameters by
hand.

The proposed method was compared with the real-time
robot audition system called HARK. This software provides
an all-in-one system integrating source localization, tracking,
and separation (and also speech recognition) in a cascading
manner. In this paper we report our evaluation of a standard
HARK configuration that consists of MUSIC-based local-
ization and geometric high-order decorrelation-based source
separation (GHDSS) [12]. It also performs a post-processing
based on spectral subtraction called histogram-based recur-
sive level estimation (HRLE). The most sensitive hyperpa-
rameters of HARK were the number of sound sources L

VOLUME 9, 2021 38725



Y. Bando et al.: Robust Auditory Functions Based on Probabilistic Integration of MUSIC and CGMM

TABLE 4. Localization performance for streaming methods in average F-measure, precision, and recall.

TABLE 5. Separation performance for streaming methods in median SI-SDR.

TABLE 6. Separation performance for streaming methods in median PESQ.

and the thresholding parameter for the (SEVD-)MUSIC. We
evaluated HARK with all of L ∈ L and optimized the
thresholding parameter for each L with a grid search such
that the average F-measure was maximized.

2) EXPERIMENTAL RESULTS
Tables 4–6 show the localization and separation performance
of our St-MUSIC-CGMM and HARK. As in the evaluation
of the batch methods, the localization and separation per-
formance by HARK (SEVD-MUSIC) significantly changed
according to the number of sources L. In addition, the opti-
mum thresholding parameter for HARK, as listed in Table 7,
also changed depending on the conditions, which means
that it takes a lot of time to tune the HARK system. In
contrast, the proposed St-MUSIC-CGMM robustly localized
and separated sources with the same hyperparameters over
all the conditions. Compared with the version without the
pruning (St-MUSIC-CGMM w/o L-pruning), we can see

TABLE 7. Optimum thresholding parameters for HARK.

that both the localization and separation performance of
St-MUSIC-CGMM was not significantly degraded in this
evaluation.

VI. EXPERIMENTS USING RECORDED DATA
We report the experimental results using more realis-
tic data with moving sources and real-world ambient
noise.
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FIGURE 6. Our robot called Peacock demonstrating in Miraikan (left) and
microphone array on its top (right).

A. EXPERIMENTAL CONDITION
The audio signals were collected by an autonomous mobile
robot called Peacock [62], [63] (Fig. 6). The robot had a
16-channel microphone array on its top. As detailed in [64],
we recorded environmental audio signals in the National
Museum of Emerging Science and Innovation (Miraikan)
with more than 1000 daily visitors. The recording was con-
ducted by using a 24-bit A/D converter RASP-ZX (Systems
In Frontier Inc.) with a sampling rate of 16 kHz. We used a
30-minute clip in the whole recording as ambient noise for
this evaluation. As target sources, we collected 10 speech
recordings in our experimental room, where the reverberation
time (RT60) was 0.82 s. As depicted in Fig. 7, we recorded
three stationary sources and seven moving sources. These
signals were recorded individually to evaluate the separa-
tion performance. We played back each speech signal ran-
domly selected from theWSJ0 corpus by using a loudspeaker
MS101-III (YAMAHA). The loudspeaker was lifted by hand
about 1.1 m from the floor and moved around the robot
to simulate moving sources. The source trajectories were
captured by a light-detection-and-ranging (LiDAR) sensor
VLP-32MR (Velodyne Lidar, Inc.) mounted on the robot.
The mixture signals were generated by using these audio
recordings as follows. For each signal, we mixed two target
signals randomly selected from the 10 recordings such that
the horizontal DoA difference of two sources was at least 15◦

in any time frames. The power of each speech was chosen
uniformly between −2.5 dB and 2.5 dB. Finally, the random
excerpt from the noise recording was added to the mixture
with the SNR of 10 dB. We generated 100 mixture signals in
this evaluation.

We evaluated our St-MUSIC-CGMM, which can han-
dle source movements, and the online cascading system of
HARK. The hyperparameters were set to the same values as
in the previous evaluation. To reduce the computational time
for the proposed method, MUSIC localization was performed
for all the M = 16 channels and the CGMM separation was
conducted with the half of them (i.e.,M = 8). The number of
sound sources L for MUSIC in the HARK was set to 2, and
the thresholding parameter was set to 30. These parameters
were experimentally determined by hand.

B. EXPERIMENTAL RESULTS AND DISCUSSIONS
As shown in Table 8, even when the sound sources were
moving, the proposed St-MUSIC-CGMM outperformed the
HARK system in both the median SI-SDR and PESQ.

FIGURE 7. Trajectories of three stationary sources (ID: 1, 2, and 3) and
seven moving sources. Squares and circles represent start and end
locations, respectively.

TABLE 8. Separation performance for real-time methods in median
SI-SDR and PESQ.

The proposed streaming method was implemented by using
Python and CuPy to utilize the general-purpose computing on
GPUs (GPGPU). We measured the elapsed time to perform
St-MUSIC-CGMM on a laptop computer ROG Zephyrus
GX501GI (AsusTek Computer Inc.), which has GeForce
GTX 1080 Max-Q (NVIDIA). To process 10.30 seconds of
a mixture signal, the proposed method took 5.84 seconds,
and the version without the pruning (St-MUSIC-CGMMw/o
L-pruning) took 17.08 seconds. We can see that the computa-
tional time was reduced more than 60% with almost no loss
in the separation performance.

Fig. 8 depicts the DoA trajectories estimated by
St-MUSIC-CGMM and HARK. As shown in the top three
rows, our St-MUSIC-CGMMsuccessfully localized themov-
ing sources when the movements were relatively small,
although small ghost sources were occasionally localized as
in the fourth result. Such a ghost source could be rejected by
a post processing with recognition of the estimated source.
However, as shown in the bottom row, when the source
movement was too fast, our method failed to track the source
and split one sound source into multiple sources. This is
due to the limitation of the statistical approach that assumes
the stationarity of the source location in a mini-batch. This
problem could be resolved by the following two approaches.
One is a multi-modal approach that uses visual information
to reject or merge the incorrect sources from the appear-
ances of sound sources [64]–[66]. The other solution is to
use a hybrid approach combining the statistical and neural
methods [46], [47], [67]. It has been reported that several
limitation of statistical methods can be overcome by imitating
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FIGURE 8. Excerpts of estimated DoAs of moving sources by HARK and proposed St-MUSIC-CGMM. Each color represents individual source.
Dashed lines represent oracle trajectories of target sources.

the inference results of a statistical model with a neural
network [45], [47]. While the statistical method usually
estimates the latent variables optimized for only a single
observation, the network can find the common characteristics
of the statistical method overmultiple observations. If the col-
lected data includes a relatively small amount of fast-moving
sources, such a hybrid approach will improve the separation
performance.

VII. CONCLUSION
This paper presented a hybrid robot audition method,
called MUSIC-CGMM, that complementarily combines the
MUSIC-based localization and CGMM-based separation.
While MUSIC requires hyperparameter tuning to achieve
good performance, our method automatically optimizes the
hyperparameter by evaluating the likelihood function of a
CGMM. The CGMM-based separation, on the other hand,

is efficiently initialized and regularized with the localization
results of MUSIC to avoid bad local optima. The exper-
imental results showed that the proposed method outper-
formed the conventional methods even when the number
of sound sources was unknown. We also demonstrated that
our method can localize and separate moving sources in a
mini-batch manner. This mini-batch inference was imple-
mented on a GPU-embedded laptop computer to work in real
time.

Our future work includes integratingMUSIC-CGMMwith
sound event detection to recognize separated source signals.
The proposed method is easily deployable robot audition that
can localize and separate sound sources with the automatic
tuning of theMUSIC’s hyperparameters. The integrationwith
source recognition will enable various robotic applications
such as service robots communicating with humans in noisy
crowded environments.
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