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ABSTRACT In recent years, with the rapid development of deep learning, the research of radar image
automatic target recognition (ATR) has made great progress. However, because of the complex environments
and special imaging principles, Synthetic Aperture Radar (SAR) image still have the problems of sample
scarcity and strong speckle noise, which affects the target recognition performance. To solve the above
problems, we proposed a target recognition method of SAR image based on Constrained Naive Generative
Adversarial Networks (CN-GAN) and Convolutional Neural Network (CNN). Combining Least Squares
Generative Adversarial Networks (LSGAN) and Image-to-Image Translation (Pix2Pix), CN-GAN can
overcome these problems of low Signal-to-Clutter-Noise Ratio (SCNR), model instability and the excessive
freedom degree of the output, which are produced by conventional naive GAN. Besides, we adopted a shallow
network structure design in CNN, which can effectively improve the generalization ability of the model and
avoid the problem of model overfitting. The experimental results in this paper demonstrate that CN-GAN
has achieved the data generation and data enhancement, the SCNR of generated data is higher than the origin
data set and data sets gained by other forms of GANs, the recognition performance based on the extended
data set is better than the origin data set, and the recognition rate of data set enhanced by CN-GAN is higher
than that of other common data enhancement methods.

INDEX TERMS Convolutional neural network, generative adversarial networks, synthetic aperture radar,

target recognition.

I. INTRODUCTION

Compared to optical, infrared and other sensors, SAR is
not influenced by the weather, light or other conditions, can
achieve continuous observation in all weather, and has a
certain surface penetration ability [1]. It has been widely
used in civil and military fields [2]. At the same time,
SAR technology has developed rapidly, with SAR image
getting better quality and higher resolution, while the ATR
development based on SAR image is relatively slower [3].
These difficulties of SAR ATR mainly focus on three aspects:
(1) These complex environments including non-target clut-
ter, occlusion, stacking, concealment, camouflage, electronic
countermeasures, electromagnetic interference, etc., lead to
the low SCNR problem; (2) The variation of the target itself
and the difference of the same type target, for example,
the variation of structure and connection, and the variants
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caused by the target damage, account for sample scarcity;
(3) The influence of imaging parameters includes elevation
angle, frequency, imaging mode, polarization mode, number
of sights, signal-to-noise ratio, resolution, etc., results in
poor correlation among different targets, which makes the
recognition method for one or several SAR targets cannot
be quickly applied to other targets, that is, the effective-
ness and adaptability of current recognition methods need
to be improved [4], [5]. In recent years, the target recogni-
tion technology based on artificial intelligence represented
by deep learning, has developed rapidly and achieved great
success in the fields of text recognition, image recognition
and speech recognition [6], [7]. It is the need of improv-
ing the recognition performance and development trend to
applying artificial intelligence technology to SAR ATR.
Nowadays, these deep learning models including Auto
Encoder (AE), Deep Belief Networks (DBN), Convolution
Neural Network (CNN) has been put into practice in terms of
SAR ATR.
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Il. RELATED WORK

As a typical supervised feedforward deep learning model,
CNN is superior to traditional machine learning methods in
the matter of image target detection and recognition, and has
also been well used in the field of SAR image target recogni-
tion. Ding et al. [8] referred to the VGGNet structure designed
a CNN structure for SAR ATR, and used a smaller convolu-
tion kernel (3x3), in the MSTAR dataset, the classification
accuracy of 10 categories containing variants was 93.16%.
Chen et al. [9] proposed an all-convolutional networks
(A-ConvNets), which used a larger convolution kernel (5x 5,
6x6) and global average pooling instead of the full con-
nection layer. Due to the reduction of model parameters,
the classification accuracy of 10 classes of targets with-
out variants can reach 99.13% under the condition of data
enhancement.

But when CNN is used for SAR image recognition, there
are still have the problems of sample scarcity and strong
speckle noise, which easily exercise a negative influence on
the recognition performance. Aiming at the sample scarcity
problem, the usual method is to obtain enough training sam-
ples through data enhancement to improve the generalization
ability of the model. Lin ef al. [10] proposed a SAR image
enhancement method based on target scattering center. Wag-
ner [11] studied the impact of two data enhancement methods,
affine transformation and elastic deformation, on the recogni-
tion accuracy of SAR images. Ding et al. [8] used translation,
adding noise and Angle synthesis to obtain the enhanced
training sample set, and the experimental results showed that
these three data enhancement methods could greatly improve
the classification accuracy of the model. Chen et al. [9]
extracted sub-images with a resolution of 88 x 88 from images
with a resolution of 128 x 128 by means of random cropping.
Generating new samples by electromagnetic simulation is
another method of data expansion in the field of SAR target
recognition, such as RaySAR method. Auer [12] used ray
tracing technology based on the three-dimensional model
of the target to construct simulation samples. To solve the
problem of SAR image with large speckle noise resulting
in low SCNR, Chierchia et al. [13] added the logarithmic
operation to transform the speckle noise model into addi-
tive noise model, so as to realize the denoising of SAR
image. Wang et al. [14] and Wang et al. [15] use division
to divide the noise image with the learned noise to obtain the
denoised image. Wang et al. [15] added the combination of
the denoising network and classification network to achieve
the end-to-end denoising classification of SAR images, and
achieved better classification results. Zhang et al. [16] used
a combination of expanded convolution and skip connection
with residual learning structure, and has achieved good results
in the suppression of strong speckle noise.

Using GANs samples as extended data for classifier train-
ing has a good prospect, but due to GANSs training diffi-
culties, lack of stability, mode collapse and other problems,
it is a challenging task to obtain extended samples that can
effectively improve the performance of classifier through
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confrontation training. Guo et al. [17] proposed a generation
method based on Conditional Generative Adversarial Nets
(CGAN), which can solve the model collapse of CGAN
through normalizing speckle noise. Gao et al. [18] pre-
sented a semi-supervised learning method based on standard
Deep Convolutional Generative Adversarial Nets (DCGAN),
which adopted two discriminators for joint training to gener-
ate higher-quality SAR images. Cui ef al. [19] used Wasser-
stein Generative Adversarial Nets (WGAN) to generate
expanded samples, and introduced a sample selection method
of high-quality samples with specific azimuth angles from
the generated samples. Merkle et al. [20] studied optical and
SAR image matching method based on CGAN, and realized
the generation from optical image block to SAR image block.
Ley et al. [21] learned to transcode SAR images into optical
images, and used CGAN to distinguish different land sur-
faces. In order to solve the problem of the missing azimuth
of SAR images in the target domain, Ao et al. [22] proposed
a Dialectical GAN for SAR image translation, which can
transform a low-resolution SAR image with large ground
coverage into a high-resolution SAR image. Liu ef al. [23]
adopted the principle of ray tracing to generate SAR simu-
lation images under various azimuth angles. Bao et al. [24]
introduced the Cycle-GAN algorithm, which transformed the
image from the simulation domain to the real domain, and
realized the data enhancement of the target domain image.
Sagi et al. [25] putted forward the idea of rotatable hid-
den space. Through inputting two SAR images of different
azimuth angles, the encoder-decoder structure is looked on
as the hidden space feature representation of the input image,
and a rotation transformation matrix is obtained by using the
feature, and then SAR images of various azimuth angles is
generated on the ground of the learned matrix. Song and
Xu [26] designed a zero-sample learning model of target
feature space based on deep generative neural network. The
model includes three modules: constructor, generator and
parser. The constructor converts the input sample label to
the target feature space, the generator reconstructs the target
image from the target azimuth information. Wang et al. [27]
enhanced the quality of generated SAR image sample by
improving the Wasserstein Autoencoder model structure
and reconstruction error. According to Pan er al. [28] and
Fengshou et al. [29], in contrast to other data expansion
methods, the method based on GANs has greater advantages
and application space from the aspect of image quality.

In view of the image scarcity, we proposed a new kind of
GAN model, called CN-GAN. CN-GAN can generated new
SAR images by inputing the original SAR image dataset. And
aim at the low SCNR, we added different degrees of speckle
noise to the original SAR dataset to simulate the interference
problems brought by different environments, and then use
CN-GAN to enhance the data of the image to improve the
SCNR. So in this paper, the following contributions have been
achieved:

(1) Generate the high quality SAR images through
CN-GAN;
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(2) Improve the SAR images SCNR through CN-GAN;

(3) Use a shallow network CNN architecture to test the
recognition rate of the enhanced images by CN-GAN;

The rest of this paper is organized as follows.
Section 3 gives an introduction of the principle of CN-GAN,
the specific model structure design, parameter design, and
CNN model structure design. In Section 4, the images gener-
ated experiments, augmentation experiments and recognition
experiments are shown. And Section 5 is the conclusion of
this paper.

lll. METHODS

A. CN-GAN MODEL DESIGN

GAN is a new framework, which can generate the new
samples through the adversarial process [30]. Two models
can be trained at the same time, the generation model G is
for capturing data distribution and the discriminant model
D is for estimating the probability of samples from training
data. The basic structure of GAN of SAR data generation is
illustrated in Fig.1.
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FIGURE 1. Basic structure of GAN of SAR data generation.

CN-GAN is based on GAN. The task of data generation
is to generate data for a class of data with a small number of
samples, and generate a great number of new samples that are
similar to the real samples. In GANSs, the relationship between
G and D is expressed by the cost function, as the following
equation.

1 1
J<G><9<D>,9<G>)=5 x~Puua+ 5 Exp; 10g(1=(D(G(2))

1
JDHD) 9O = — 5 B~ Paaa = 1E,~p log(1—(D(G(2)))
(1

where z is the clutter and noise data, and x is radar data.
We used a total function f represented J© and J®)

S(D, G) = Ex~p,,(»[log D(x)]+Ex~p_(x)[log(1 —D(G(2))]
)

where P, (x) is the distribution function of the clutter and
noise data, and P ., (X) is the radar signal data distribution
function.

gD — _lf(@(D) Q(G)) 3)
2 b

1O = e 9) ©)
2 9

In Game Theory, the decision-making combination of two
sides of the game forms a Nash equilibrium point under which
two sides cannot increase their own profits through their own
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actions. For GANSs, the Nash equilibrium point is to find the
best f(Q(D), 0D), so that the loss of G and the loss of D
are both minimized, and then a minimax problem is formed,
which is defined as

i D 5
argngnm[a)le( , G) ©)

However, the vanishing gradient problem is prone to be
happened for conventional naive GAN during the model
learning. To solve this problem, we adopted the least-squares
GAN [31] method, and formula (2) is transformed into an
objective function in the sense of least squares as

minf(G) = Ex~p.o[(D(G(2) — 1)%]
min (D) = Ex~pyy0[(DX) = 1)?] (6)
+ Ez~p,[(D(G(2)))*]

In addition, conventional naive GAN also exists the exces-
sive output freedom problem, which often generates unrea-
sonable samples that can deceive D. In terms of the problem,
a regression function constraint item shown as formula (7),
is added to the objective optimization function of G in order
to minimize the mean square distance between the generated
sample and the real signal. The regression function constraint
item can reduce the degree of freedom of the output of G,
so the improved GAN can resolve the problem of sample
scarcity.

£E(G) = Ez~r,ol(G(z) —x)’] ©)
And then, formula (6) is written as
Hgnf (G) = E.p[(D(G(2)) — 1)?]

+AEzp,0l(GR) = )°]
minf (D) = Ex~py00l(DX) = 1)7]

+ Epep.[(D(G(2)))?]

where A represents the adjustment weight. The naive GAN
with the above constraint term £(G) is called Constrained
Naive GAN (CN-GAN).

After the addition of £ (G), since the real data is visible to G,
the training of G actually changes from unsupervised learning
to supervised learning. In formula (8), the loss function of G
is divided into two parts, one is the adversarial loss function,
and the other is the sample distortion loss function. If the
adversarial loss function is removed, the learning of G does
not depend on D, and the learning of G is similar to the
current mainstream deep learning based on a single deep
neural network. Although the single deep neural network
has a good nonlinear learning ability, when SCNR is low,
the nonlinear learning ability will be reduced. From this point
of view, CN-GAN guides the generator training through the
discriminator, which can compensate for the design flaw
of the loss function of the single-depth neural network and
performance degradation due to low SCNR, and obtain better
training results. Therefore, the radar data generation method
based on CN-GAN is better than the previous method.

®)

VOLUME 9, 2021



C. Mao et al.: Target Recognition of SAR Image Based on CN-GAN and CNN in Complex Environment

IEEE Access

|
Real SAR imageY v

D

|

v Model
updating
4----

|

|

: Model
| updating
|

|

|

|

|
Real or Fake?
Generate SAR _image G(x 172

Noisy SAR image x

FIGURE 2. CN-GAN architecture diagram.

Furthermore, in order to directional generated the SAR
images and improve the SCNR of SAR images, CN-GAN
combined with the Image-to-Image generation (Pix2Pix)
method [32],which changes from the random noise to speckle
noise, so that the generated image quality can be improved.
The overall architecture of the proposed CN-GAN is shown
in Fig.2.

The network of CN-GAN in this paper follows the structure
of DCGAN’s network, which includes convolutional layer,
Batch normalization and ReL.U activation function. The net-
work structure of CN-GAN generator and discriminator is
shown in Fig.3.

Since the added regression function term represents the
mean square distance between the generated sample and the
real signal, it can be used to generate the contour and structure
of the image, which corresponds to the low-frequency part of
the image. While LSGAN is mainly used to generate these

details of the SAR image, which corresponds to the high fre-
quency part of the image. During the training, the discrimina-
tor network adopts the idea of Patch-GAN and regards a part
of the image as the receiving area of the discriminator. For
the SAR image with the original size of 100 x 100, the pixels
of 1 x 1,16 x 16, 64 x 64 and the full image are carried out
respectively. As aresult, we found the image generated on the
size of 64 x 64 has a higher restoration degree. The structure
of U-Net is adopted to design the generator, which adds a
jump connection into the codec structure, so that some useful
repetitive information can be directly shared to the generator.
The structure of U-Net is shown in Fig.4. Table 1 shows the
setting parameters of CN-GAN.

TABLE 1. Parameters of the CN-GAN.

Parameters Value
Learning rate 0.0002
Mini batch 64
Max Epochs 100
Activation function ReLu

B. CNN MODEL DESIGN

We proposed a shallow network CNN architecture, as shown
in Fig.5. CNN directly uses SAR images as the input, which
can avoid the complex feature extraction process, and the
features acquired by its local receptive domain have nothing
to do with the translation, scaling and rotation of the image,
so it can be directly used in SAR ATR. The features are
extracted through CNN, and the output is sent to the Softmax
classifier. The Softmax classifier is an extended version of
the logistic regression two classifier, and is used to solve
the multi-classification problem. Suppose the training set is

3
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FIGURE 3. CN-GAN network structure diagram. The graph on the top shows the generator network
structure, and the graph on the bottom shows the discriminator network structure.
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FIGURE 4. U-Net network structure.

(X1,Y1 ):(X2,¥2 )s- -+ »(Xm>Ym ) @and yy, € {0, k}, where m is the
number of samples. The hypothetical function is shown in
formula (9).

he(x(i)) — [P(y(i)) — 1|x(i); 0)-- -P(y(i)) _ k|x(i); 9)]T

= ;[eelTx(")eQZTx(i) e x0T ©

T

Z]]';l ¢
where T is the network moment, 6 is the parameter of the
Softmax classifier, k is the number of categories of the clas-

sification results, and the hypothesis function represents the
probability of each category, which is showed as

6=1076] - 01" (10)
According to the maximum likelihood estimation, the loss
function of the classifier is

13 ; eefrx(i)
JO)=—=1)_ Y oy =jllog ———1 (1D
k GT .
A — D=y € x®
where o(true)=1 and o(false)=0. The gradient descent
method is utilized for the training, updating parameters, and
minimizing the loss function of the classifier. Table 2 shows

the specific parameters of CNN.

|
|
|
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|
|
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TABLE 2. Parameters of the CNN.

Parameters Value
Learning rate 0.0005
Mini batch 16
Max Epochs 300
Activation function ReLu

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The dataset used in this paper is the MSTAR dataset. The
acquisition conditions for MSTAR dataset are divided into
two categories, Standard Operating Condition (SOC) and
Extended Operating Condition (EOC). The dataset of SOC is
adopted, which include 10 types of ground targets, as shown
in Table 3. The training set was collected at 17° from the
imaging side perspective, and the testing set was collected
at 15° from the side perspective.

TABLE 3. Data type under SOC condition of MSTAR dataset.

Type 2S1 BRDM2  BTR60 D7 SN13
Train (17°) 299 298 256 299 232
Test (15°) 274 274 195 274 196

Type SN9563 SNC71 T62 ZIL131  ZSU234
Train (17°) 233 233 299 299 299
Test (15°) 195 196 273 274 274

A. SAR IMAGE GENERATION EXPERIMENTS

For the preprocessing of training images, the training images
are scaled to the range of [—1, 1] by the activation function.
The model is trained with mini-batch stochastic gradient
descent. During the training CN-GAN model, we put all the
10 types military targets into the training model to train,
the resolution of the input SAR image is 100x 100, and we
adapted the Adam optimizer. The model learning rate is set

e o

Feature maps

.

Classification

FIGURE 5. SAR ATR method based on the shallow network structure CNN.
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FIGURE 6. The result of CN-GAN with epoch=50.

to 0.0002, and the batch is set to 64. Some generated samples
by CN-GAN is shown in Fig.6.

Since SAR images are easily affected by complex envi-
ronments, in order to prove the universality of CN-GAN to
generate samples to solve the problem of less samples in SAR
images, we added different levels Rayleigh noise (The noise
level L=1,2,3,4,5) into the original data to simulate different
levels of interference problems, and then performed data
generation and recognition rate tests on the data containing
different levels of noise.

After 100 epoch iterations, the CN-GAN training model
has been build. then we inputted 10 types of military train-
ing data into the trained CN-GAN model successively to
obtain 10 types of generated samples. Then, we added the
10 types generated samples into the 10 types original data,
as the expansion of the training data.

Finally, we used the CNN model to train the expansion
of the training data, and test it with the test set to get the
recognition rate. The recognition rate compared with SAR
image without data generation was showed in Table 4.

It can be seen from Table 4, the recognition rate of the
original dataset measured by using CNN in this paper is
99.17%, and the recognition rate is 99.52% after adding the
generated data, the recognition rate is improved.

By comparing the recognition rates of SAR images under
different noise levels with the recognition rates after addition
the generated data, it can be seen that the recognition rate is

TABLE 4. Detection results of recognition rate of extended and no
extended datasets, the value in parentheses after using the method
indicates the degree of noise in the SAR image.

Method Recognition rate
CNN(L=1) 83.56%
CN-GAN+CNN(L=1) 90.14%
CNN(L=2) 86.47%
CN-GAN+CNN(L=2) 93.36%
CNN(L=3) 86.63%
CN-GAN+CNN(L=3) 95.17%
CNN(L=4) 90.16%
CN-GAN+CNN(L=4) 96.82%
CNN(L=5) 93.18%
CN-GAN+CNN(L=5) 98.75%
CNN(original SAR image) 99.17%
CN-GAN+CNN(original SAR image) 99.52%

only 83.56% when the noise level is 5, while the recognition
rate after the addition of generated data is 90.14%, which is
a relative increase of nearly 7%. As can be seen from other
results in the table, under the influence of different levels of
noise, the recognition rate can be improved to a certain extent
by adding generated data. Therefore, it can be proved that the
generated data can not only improve the recognition rate of
the original data, but also greatly improve the recognition rate
under the condition of noise interference.

In consequence, using CN-GAN to generate new samples
can solve the problem of fewer samples in SAR images to a
certain extent.

B. SAR IMAGE ENRICHMENT EXPERIMENTS

To prove the CN-GAN model can improve the SAR images
SCNR, these speckle noises with the mean value of 0 and
the variance of 0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5 and
5.0 are added respectively to the original MSTAR dataset.
The SAR images with different degree speckle noise example
showed in Fig.7.

Then the data with different noises are inputted to the
CN-GAN generator in turn. The SAR image data containing
noise is paired with the image generated by the generator,
and the SAR image data containing noise is paired with
the original SAR image data. The two sets of data are used
together as the input of the discriminator to discriminate. The
paired image formed by the former is judged to be false by the
discriminator, while the paired image formed by the latter is
judged to be true. After 100 epoch iterations, the loss function
of the discriminator reach stability, the image quality gener-
ated is close to the original image, and the noise is suppressed.
The SAR image data containing the speckle noise as the

a . b C

d e ) f

FIGURE 7. SAR images with different speckle noise. The variance of a=0, b=1, c=2, d=3, e=4, f=5.
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FIGURE 8. Ten categories of SAR images. (a) Noisy image, (b) DCGAN generated image, (c) LSGAN generated image,
(d) CGAN-+L1 loss generated image, (e) CN-GAN generated image, (f) original image.
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train dataset is unified to be input to the Conditional GAN And then ten kinds of SAR image respectively as test data are
with L1 loss (CGAN + L1) network, LSGAN network, and input into the trained model in turn, and ten types of output
DCGAN network. After the training, there are four models. SAR images are shown in Fig.8.
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1) QUALITY EVALUATION

In order to objectively evaluate the quality of SAR images
generated by different GANs, we measured the peak signal-
to-noise ratio (PSNR), structural similarity (SSIM) and edge
retention coefficient (EPI) of SAR images generated by four
kinds of GANS, the original SAR image and the SAR image
with noise. The measured data are shown in Table 5.

TABLE 5. The quality evaluation results of SAR images generated by
different GAN.

SAR image type PSNR SSIM EPI

Noise image 8.75 0.142 0.5782
DCGAN generates image 10.36 0.585 0.7424
LSGAN generates image 18.24 0.547 0.7633
CGAN+LI1 loss generates image 14.52 0.724 0.8241
CN-GAN generates image 17.85 0.782 0.8252
Original image 16.47 0.752 0.7913

In this table, we can see that the PSNR of the data generated
by CN-GAN is 17.85, is higher than original image (16.47),
CGAN+L1 loss generated image (14.52), DCGAN gener-
ated image (10.36), and noise image (8.75). SSIM and EPI
are higher than all other GANs’ generated image and original
image.

TABLE 6. The quality evaluation results of SAR images generated by
different GAN.

SAR image type Recognition rate
Noise image 88.66%
DCGAN generates image 90.03%
LSGAN generates image 93.62%
CGAN-+L1 loss generates image 95.06%
CN-GAN generates image 99.42%

2) RECOGNITION PERFORMANCE

We adopted the CNN proposed in this paper to test the
recognition rate. We used the 10 types augmentation data
as the original training data, and inputted into CNN as a
training set for training, then we used the test set from the
original data to detect the recognition rate. Table 6 shows the
recognition rate of different GANs generated SAR images.
Fig.9 is the recognition rate curve of images generated by
different GANs on the training set with the same multiplier
noise input. Fig.10 is the line graph of the classification
accuracy of images generated under different GANs with
different degrees of speckle noise.

From these table and figures, it can be seen that the
recognition rate results based on the generated data of fours
forms of GANS are higher than the original noise data which
are not done the process of data generation. Therefore, data
generation is very necessary for the target recognition. And
the recognition rate based on the data generated by other
generation networks is lower than the result of CN-GAN.
When the variance of coherent speckle noise is 0.5, the data
set generated by CGAN+L1, DCGAN and LSGAN is respec-
tively 95.06%, 90.03%, and 93.62%, they are inferior to the
data set generated by CN-GAN (99.42%). It shows that the
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FIGURE 9. The recognition rate graph.
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FIGURE 10. The recognition rat of images generated with different
degrees of multiplicative noise.

quality of the generated data of CN-GAN is better than the
quality of the generated data by other forms of GANs. From
the Figure 10 we can see that with the increase of speckle
noise, the recognition rate will decrease under the influence
of noise. However, the data enhanced by CN-GAN can still
achieve a good recognition rate, which remains above 98%.
but the recognition rate of the data obtained by other GANS
decreases rapidly with the increase of noise, which indicates
that the use of CN-GAN to enhance SAR images can reduce
the influence brought by noise.

In order to prove the effectiveness of the data enhancement
method, we introduce the results measured on the original
MSTAR dataset by VGGNet in Reference [8] and the results
measured on the original MSTAR dataset by A-ConvNets
in Reference [9], and use CNN mentioned in this paper to
detect the recognition rate on the original data set. Then,
we replaced the training set of the original MSTAR data set
with the data set denoised by CN-GAN, and used the above
three recognition rate methods to test the recognition rate of
the denoised SAR image. The comparison results are shown
in Table 7.

By comparing the recognition rate of SAR image denoised
by CN-GAN with the recognition rates without denoised,
it can be found that the recognition rate is improved after
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TABLE 7. The recognition rate measured by the three recognition
methods under the condition of denoising and undenoising.

Methods Recognition rate
VGGNet [8] (undeniosed) 93.16%
CN-GAN+VGGNet(deniosed) 98.68%
A-ConvNets [9] (undeniosed) 99.13%
CN-GAN+A-ConvNets(deniosed) 99.37%
CNN(undeniosed) 99.17%
CN-GAN+CNN (denoised) 99.42%

denoising compared with the recognition rate measured by
the undenoised data set. It can prove that CN-GAN, as a
new data enhancement method, enhances the SCNR of SAR
image to enhance the data, so as to achieve a better effect in
the target recognition of SAR image.

V. CONCLUSION

LSGAN has the advantage of model stability and high quality
of image generation compared to conventional naive GAN,
while Pix2Pix can get over the shortcoming of low SCNR
caused by conventional naive GAN through inputting speckle
noise images. We proposed a SAR image generation method
based on CN-GAN, which combines LSGAN and Pix2Pix.
In terms of LSGAN, a constraint term of regression function
is added to the generator’s loss function to reduce the mean
square distance between the generated sample and the real
sample. With regard to Pix2Pix, random noise is replaced
by the noise images inputted to LSGAN. On the basic of
the conventional CNN model, a shallow network structure is
designed to avoid the problem of high model complexity and
overfitting caused by the excessive deep network structure,
so as to improve the recognition performance. MSTAR data
set was applied to the generative model training and target
recognition experiment. These results proved that CN-GAN
can well solve the problems of SAR images with few samples
and strong speckle noise, that is, the method solved these
problems of excessive output freedom caused by conven-
tional naive GAN, high training complexity of constrained
GAN and model instability under low SCNR. In subsequent
research, the effective combination of CNN and attention
mechanism, the optimization of the network structure and
parameter adjustment, will be further researched, so that
CNN can even better obtain effective information about the
recognition.
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