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ABSTRACT In the aquaculture industry, dissolved oxygen is an important water quality parameter index.
The prediction of dissolved oxygen can reduce the operation cost of aquatic product management to a
certain extent. In this paper, a hybrid method is proposed to predict the change of dissolved oxygen from the
perspective of time series in aquaculture, which based on k-means clustering and improved Softplus extreme
learning machine (SELM) with particle swarm optimization (PSO). We use k-means algorithm to divide the
dataset into several clusters by calculating the similarity among variables, to find the periodic change rule
and trend of variables. Softplus is employed as the activation function of ELM to make the model closer to
the biological activation model. Meanwhile, partial least square (PLS) method is utilized to solve the strong
collinearity among variables. In addition, we introduce PSO algorithm to optimize the model parameters.
The experimental results show that our model can achieve better prediction performance and accuracy of
prediction compared with other single models. Compared with the counterpart model, the improved model
can tolerate some data loss and uncertain outliers of sensor time series. Our work provides an accurate
predictive model framework for researchers to track dissolved oxygen.

INDEX TERMS Dissolved oxygen, prediction, clustering, extreme learning machine, particle swarm
optimization.

I. INTRODUCTION
In aquaculture, dissolved oxygen (DO) has become an impor-
tant parameter to predict water quality [1]. The excessive or
insufficient of dissolved oxygen content in water have an
impact on the metabolism and other physiological functions
of breeding organisms, and even seriously affect the normal
growth of organisms [2], [3]. However, dissolved oxygen is
easily affected by many factors [4] such as weather, water
quality, human activities and has the characteristic of nonlin-
ear, large inertia, strong coupling and time-varying [5]–[7].
It has become the key content of agricultural production
to strengthen the research on key technologies of dissolved
oxygen prediction [8] to improve the ability of aquaculture
disaster reduction and prevention, and ensure the safety pro-
duction of aquaculture [9].
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Prediction of water quality change is a daunting task,
involving multi parameter and dynamic delay process and
it is difficult to describe its model by mechanism method
with simple mathematical formula or transfer function. Also,
the performance of the sensor is often reduced by environ-
mental factors, resulting in data loss or uncertain outliers,
which challenges the prediction accuracy. We need to utilize
the existing data to establish DO prediction model that can
grasp the change trend of DO in a timely manner, and tolerate
some degree of sensor data quality problems.

Among these existing methods to solve above two prob-
lems, Support Vector Machine (SVM) and Artificial Neural
Network (ANN) are two widely used water quality prediction
methods [10]. To increase prediction accuracy, a new hybrid
dissolved oxygen content forecasting model based on the
radial basis function neural networks (RBFNN) data fusion
method and a least squares support vector machine (LSSVM)
was developed by Yu et al. [11]. But the SVM is vulnerable to
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data loss, long training time and poor prediction performance,
so it is difficult to select suitable kernel function for vari-
ous applications. ANN can tolerate a certain degree of data
missing [12]. Faruk [10] proposed a combination of seasonal
ARIMA model and neural network back propagation model
for monthly prediction of water quality parameters. However,
due to the complexity of network topology and data, neural
network models often have the problems of over fitting, poor
stability and time-consuming.

Motivated by above challenges, considering the large area
and wide range of water environment monitoring scenarios,
this paper uses the existing Internet of things monitoring
information, big data analysis and artificial intelligence algo-
rithm to accurately predict the future trend of dissolved oxy-
gen in water, and make reasonable management decisions in
time. In this case, we mainly study how to predict dissolved
oxygen efficiently and accurately in a certain time domain
under the influence of multiple factors. To achieve this goal, a
multi-scale environmental data acquisition scheme is adopted
to analyze the characteristics of dissolved oxygen time series,
and a single factor prediction model of dissolved oxygen
time series is constructed. This paper proposes a scheme
based on similar day clustering, and combines the Softplus
extreme learning machine improved by partial least squares
method with adaptive particle swarm optimization algorithm
to predict dissolved oxygen in aquaculture.

The remainder of the paper is organized as follows.
In section 2, we review some related work. In Section 3,
research areas and data sources are described. We demon-
strate the accuracy and efficiency of the forecasting results
and discuss the differences among the models in Section 4.
In Section 5, concludes the paper and mentions the future
work.

II. RELATED WORK
Currently, water quality prediction methods can be divided
into two main types: one is the traditional prediction method
based on classical mathematical theory; the other is the intel-
ligent prediction method based on modern computational
intelligence [13].

Traditional methods mainly include Markov method,
regression analysis, time series analysis and function model
prediction method. The Markov method is essentially a pre-
diction method based on random processes, which describes
the state transition trend of a complex system according to the
state and time parameters of the system [14]. Yue and Li [15]
introduced the concept of level eigenvalues in the fuzzy set
theory into the Markov model, so that it can be used for
quantitative prediction of water quality. This method does not
require a large number of data sets, and can predict its future
short-term change trend of water quality based on historical
data [16]. Regression analysis is used for statistical analysis
of historical data, and the functional relationship between
historical water quality data and prediction data is established
by regression equation [17]. The advantages of the model
are that the prediction model is simple, fast and has good

short-term prediction effect. But this method requires more
historical data as a sample set, and has higher requirements
for the distribution of water quality changes [18], [19]. The
time series method [20] analyzes the change trend of the
time series, selects the appropriate algorithm to establish
the prediction model, and predicts the future change trend
of water quality [21]. Arya and Zhang [22] applied the time
series analysis method tomodel and predict the univariate dis-
solved oxygen and temperature time series for the four water
quality assessment stations of the Stilaguamish River. The
results show that the univariate water quality time series of
the basin has three different structures. The algorithm of this
paper is relatively intuitive, and the predicted value can be
obtained quickly. Its disadvantage is that the precision is not
high and the new trend of water environment parameters with
time is not considered. The function model [23] summarizes
the interrelationships among various factors in the changes
of water quality parameters by mathematical methods, and
describe the complex water environment system with a set of
appropriate mathematical equations [24], [25]. This method
can well reflect the dynamic trend of water quality parame-
ters, and obtaining all parameters will improve the prediction
accuracy. However, the model needs more parameters, and
the calculation of the model is time-consuming. When the
parameters are not available, the prediction accuracy of the
model will be reduced.

Scholars have done a lot of investigations on prediction
methods. Nevertheless, the variation of water quality param-
eters is more complicated. Traditional methods can no longer
meet the requirement of aquaculture fine management. Intel-
ligent optimization algorithms can better solve the above
problems. Therefore, we need to develop predictive algo-
rithms that can apply intelligent computing to aquaculture.

Grey model (GM) [26], artificial neural network
(ANN) [27] and support vector machine (SVM) [28]. These
methods have made many achievements and have been
widely used in the field of water quality parameters predic-
tion. In the work [29], the GM uses a small amount of sample
information to establish a prediction model based on differ-
ential equations to make fuzzy long-term predictions of the
changing trends of water quality parameters. The prediction
accuracy of this method is related to the change of historical
data. When the change is large, the prediction accuracy of
the model will decrease [30]. In the work [31], the artificial
neural network simulates the information processing mode
of the human brain, which is suitable for solving complex
nonlinear regression estimation, and has a good prediction
effect on water quality parameters. Gomolka et al. [32] solve
the problem of water quality control in the river by using
the characteristics of classical ANN, and the interpolation
of river ecological state parameters which are difficult to
measure is realized. This method can perform autonomous
learning and knowledge reasoning, has strong fitting ability
and strong robustness. However, the prediction effect of the
limited sample set is poor, and it is easy to fall into the
local minimum. The SVM is based on the structural risk
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minimization and VC dimension theory in the work [33].
It has good prediction accuracy for small sample sets and
high generalization ability. Liu et al. [34] construct an online
prediction model of dissolved oxygen based on LSSVR using
SVM, which can adaptively select the best sub model as the
online prediction model. This method can solve the prob-
lems of under learning, over learning, and local minimum
in other algorithms, and obtain the global optimal solution.
Unfortunately, the two parameters of the SVM have great
influence on the prediction accuracy of the model, and there
is no authoritative method to select these two parameters.

The above methods can realize the prediction of water
quality parameters to a certain extent. But these methods
are not effective in analyzing the impact of changing envi-
ronment on dissolved oxygen. Most of existing methods
cannot determine the key characteristics of the water envi-
ronment, thus resulting in poor generalization [35]. Due to
the aquaculture environment is a dynamic, non-linear and
complex system [36], the dissolved oxygen in the water is
affected by various factors. It is necessary to consider the
influence of changes in various factors on the dissolved
oxygen in the dynamic environment. Actually, each feature
has its advantages and disadvantages on describing dissolved
oxygen contents [37]. Comprehensive analysis of dissolved
oxygen related characteristics, we can achieve better predic-
tive performance. Extreme learning machine (ELM) is a new
neural network training model proposed by Huang et al. [38].
Compared with the traditional ANN model, it has the char-
acteristics of simple network structure and high operation
efficiency [39]. Huan et al. [4] proposed a new statistical
variable similarity based on Pearson correlation analysis. The
results show that the historical data can be divided into several
clusters by the k-means method, and various potential rela-
tionships can be found. In fact, under the similar environment,
the daily trend of DO also has convergent changes. Therefore,
effective classification of test samples can optimize training
samples, thus improving the accuracy of the dissolved oxygen
predictionmodel. This method is of practical significance and
can be used for reference.

In this research, a new hybrid method is proposed to
achieve accurate prediction of dissolved oxygen. Some prop-
erties of our work that differ from the previous ones were
summarized as follows:

(1) Based on the analysis of the time series characteristics
of DO, a similarity clustering method combining Euclidean
distance and cosine angle is defined to divide the monitoring
data into different clusters accurately and effectively.

(2) Softplus function introduced into ELM network to
replace Sigmoid activation function to solve the nonlinear
and continuous problems of time series data. Meanwhile,
partial least squares (PLS) method is employed to eliminate
the redundancy among variables, which is rarely achieved in
other work.

(3) PLS-SELM model based on particle swarm optimiza-
tion is proposed for short-term DO forecasting, which takes
advantages of PSO to search global optimal solution for fast

deal with the variable relationship within the network. The
single prediction models (SVR, BP, LSTM) and correspond-
ing models (PLS-SELM, SELM and ELM) are compared and
analyzed. The efficiency and accuracy of the scheme in the
actual dissolved oxygen prediction are verified.

III. MATERIALS AND METHODS
A. TEST AREA AND DATA SOURCE
The aquaculture environment data comes from the remote
wireless monitoring system for aquaculture developed by
Shanghai Ocean University as shown in Figure 1. The mon-
itoring system includes three layers, namely the perception
layer, the transmission layer and the application layer. In the
data perception layer, multi-scale sensors are used to col-
lect water quality parameters and meteorological parameters.
In the application layer, we process the aquaculture param-
eter data transmitted from the perception layer through the
transmission layer.

All data were obtained from the Guangming breeding base
located in Chongming Island, Shanghai. The water resources
in aquaculture area are extremely rich and the hydration fac-
tors such as petroleum and heavy metals in the water meet the
requirements of fisherywater quality standards. The total area
of Guangming crab breeding base 280 acres. The depth of
the pond was 1.8m, and the DO sensor, pH sensor, and water
temperature sensor are all placed 1.0m underwater. All these
data have been transmitted to the wireless sensor monitoring
system.

Large-scale environmental data has been recorded from
February to March. A total of 5760 data records were col-
lected over 60 days from 1 February to 31 March in 2020 to
predict the dissolved oxygen in 07 Apr, 08 Apr, 09 Apr,
10 Apr and 11 Apr 2020, respectively. The data collection
interval of the system is 15 minutes, and the system can
obtain 96 pieces of data each day. Since the monitoring data
has the nature of daily cycle, the daily data set is defined as
a standard unit as a sample. Among 60 samples, the ratio
of training set to test set is 7:3. After the dissolved oxygen
prediction model is trained on the training set, the test set
is used to verify its performance. The water quality of aqua-
culture is mainly affected by dissolved oxygen, pH, temper-
ature, humidity, air pressure, illumination, wind speed, wind
direction and other physical and chemical factors. The seven
impact factors and DO values of the historical days constitute
the input vector of the prediction model, and the result of the
model is the dissolved oxygen value of the prediction day,
as shown in Figure 2.

B. PROPOSED METHOD
The function flow chart of the prediction model in this paper
is illustrated in Figure 3, is a non-linear predictive model.
The specific steps involved in the prediction process are as
follows.

Step 1: Data preprocessing. In aquaculture, the data col-
lected by IoT sensors are usually affected by
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FIGURE 1. The IoT monitoring system for collecting aquaculture data.

FIGURE 2. Input-output structure of forecasting model.

harsh environment. These factors lead to inaccurate data
or inconsistent data formats. Therefore, it is necessary to
preprocess the data.

Step 2: Selection of key factors. After data normalization,
Pearson correlation coefficient is introduced to determine the
weight of environmental factors, and the statistics of similar
days are constructed, namely statistical degree. The factors
with large statistics will be used as input parameters of the
model.

Step 3: K-means clustering. K-means clustering method
is applied to cluster historical day data samples according
to the similarity, and the appropriate samples are selected.

The historical day data samples are divided into several clus-
ters. The samples with the largest similarity are used as the
clusters of prediction days to form training samples.

Step 4: Establishment of PLS-SELM Neural Network.
Softplus function is utilized as the activation function of the
network, and PLS is used to establish the linear relationship
between the output matrix and the hidden layer.

Step 5: PSO improves the model parameters. The PSO-
PLS-SELM neural network model is established by training
samples, and the model is verified by test samples. Finally,
the final predicted value is obtained by compensation and
denormalization.
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FIGURE 3. The detail process of dissolved oxygen content forecasting.

C. DATA PREPROCESSING
Due to the influence of equipment failure, poor network,
bad weather and human factors, the raw data collected by
sensors will inevitably be lost or abnormal. This kind of data
is called ‘‘dirty data’’, which will increase the costs and time
of data processing. In addition, the data series of different
dimensions will also affect the final predictive performance
of the model [40], [41]. Therefore, it is necessary to perform
the following processing on the data before conductingmodel
research.

For missing data with short time interval before and after,
the linear interpolation method is used to repair it.

xa+i = xa +
i · (xa+j − xa)

j
0 < i < j (1)

In formula (1), xa+i is the missing data at time a + i, xa
and xa+j are the original data at time a and a+ j, respectively.
There are a large number of missing data or the time interval
is long, the data of the same weather type in adjacent days
should be used to supplement.

For abnormal data, mean smoothing method is used to
solve the step change of water quality parameters in a short
time, as shown in formula (2).

xb=
xb−1+xb+1

2
|xb−xb−1|>θ1 |xb − xb+1| > θ2 (2)

where, xb is abnormal data, xb−1 and xb+1 represent its
adjacent valid data respectively. Also θ1 and θ2 are the error
thresholds of adjacent data, respective.

In particular, with the same meteorological conditions, the
parameter values of water quality factors on adjacent dates
fluctuate less. If the variation range of water quality parame-
ters at the same time on the second day increases or decreases
by 20% compared with the previous day, it is considered that
the data is abnormal [42]. The mean value method was used
to deal with the problem, as shown in formula (3).

x(d,k) =

{
xk ′ + θ3
xk ′ − θ3,

∣∣x(d,k) − xk ′∣∣ > θ3 (3)

where, x(d,k) is the water quality sample collected at k time
on the day d , θ is the error threshold of the same weather
condition at the same time, and xk ′ is the average value of
water quality parameters at the same time in adjacent days
with similar weather conditions.

To eliminate different dimensions and quantities of the
environmental factors, formula (4) is used for data standard-
ization.

xk =
xk − xmin

xmax − xmin
(4)

where xk and xk are the original data and the normalized
data respectively, xmin and xmax are minimum and maximum
values of the original data.

D. DEFINING THE WEIGHTS OF THE ENVIRONMENTAL
FACTORS FOR DO
Obviously, weather conditions have the greatest impact on
dissolved oxygen. The reason is that different weather con-
ditions result in different solar radiation intensity, leading
to differences in plant photosynthesis. To visualize the data,
the weather is quantified as illumination intensity. Figure 4(a)
is the change curve of different illumination intensity under
different weather conditions. Figure4(b) is the change curve
of different temperature corresponding to different illumina-
tion intensity. Figure 4(c) shows the changes of dissolved
oxygen in different weather conditions. Affected by illumi-
nation intensity and temperature, it can be seen that dissolved
oxygen changes with the same trend as the two changes. And
it can be seen that the dissolved oxygen curve changes greatly
with different weather conditions. This difference is not only
reflected in the changing trend of dissolved oxygen, but also
in the output concentration value.

When multiple environmental factors coexist, dissolved
oxygen will be affected by many factors such as weather
condition, wind speed, temperature, humidity, air pressure,
pH value, wind direction and other factors. If all the collected
data are taken as input, the model will become very complex,
the prediction time will be longer, and the prediction effect
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TABLE 1. Correlation coefficients among DO and influencing factors.

FIGURE 4. Curves of influencing factors under different weather conditions.

will be poor. In this paper, the distance analysis method of
Pearson similarity is used to identify the correlation between
variables.

We input 5760 data into the formula for the Pearson cor-
relation coefficient, as shown in formula (5), and calculate
the correlation coefficient between dissolved oxygen and
environmental factors. The results are shown in Table 1.

σxy =

m∑
i=1

(xi − xi)(yi − yi)√
m∑
i=1

(xi − xi)2(yi − yi)2
(5)

where x and y are vectors with a size of 1∗m, the i-th element
of vectors x and y are xi and yi respectively, xi and yi are the
average values of the elements in vectors x and y, respectively.
Table 1 shows the different correlations between dissolved

oxygen content and various environmental factors. Therefore,
we determined the weight of these environmental factors
on DO.

E. CLUSTERING OF SIMILAR DAYS
To avoid the problems of low accuracy and slow conver-
gence caused by the introduction of bad samples, this paper

proposes to use K-means clustering to select similar day with
highly similar characteristics to the prediction day, and then
establish ELM model for dissolved oxygen prediction.

1) K-MEANS CLUSTERING
Based on a given clustering objective function, the K-means
algorithm adopts iterative updating method. Each iteration
process is carried out in direction of reducing the objective
function [43]. The final clustering result makes the objective
function obtain a minimum value and achieve a better classi-
fication effect. As proposed by Peng et al. [44], the purpose
of data clustering is to group a collection of samples into
different clusters by simultaneously minimizing intercluster
similarity and maximizing intracluster similarity. And the
main idea of k-means algorithm is shown in Figure 5. And
the iterative process described as follows.

First, k points are randomly selected as the initial clustering
center. Second, the distance between each data and each clus-
ter center is calculated, and the data is divided into the nearest
cluster center. Third, the location of k centers are determined
according to the data class calculated in the previous step.
Fourth, if the objective function does not converge, repeat the
process from step 2. If there is no change, proceed to step 5.
Fifth, the iteration is completed and the algorithm is ended.
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FIGURE 5. Flow chart of K-means algorithm.

In this paper, the sample set D is composed of n data to
be classified, namely, D = {x1, . . . , xn}.The monitoring data
of 96 time periods per day constitute a sample unit. Also, each
sample has m indicators to represent its attributes, so the data
matrix of each sample can be obtained as follows.

xi =


x11i x12i · · · x1mi
x21i x22i · · · x2mi
...

...
...

xt1i xt2i · · · xtmi

 (6)

where, xi is the sample on day i,m is the characteristic factor,
t is the monitoring time, and t = 96.
The following pseudo code is used to describe the process

of the K-means algorithm 1:

2) IMPROVEMENT OF CLUSTER SIMILARITY STATISTICS
In the process of data analysis and data mining, it is often
necessary to understand the difference among individuals,
and then evaluate the similarities and cluster of individuals.
Euclidean distance and angle cosine are commonly used to
measure the similarity between two samples in clustering
analysis. Suppose that the two individuals to be compared
are dissolved oxygen X and any influence factor Y . They all
contain t-dimensional features, namely, X = (x1, x2, . . . , xt),
Y = (y1, y2, . . . , yt).
Euclidean distancemeasures the absolute distance between

points in multidimensional space. Reflect the numerical

Algorithm 1 Function of K-Means
Input: sample set D{x1, . . . , xn}; number of clusters k
1. Randomly select k samples fromD as the initial mean

vector {µ1, . . . , µk}

2. Repeat
3. Let Ci = ∅(1 ≤ i ≤ k)
4. For j = 1, 2, . . . , n do
5. Calculate the distance between sample xj and each

mean vector µi(1 ≤ i ≤ k) : dji =
∥∥xj − µi∥∥2

6. Determine the cluster label of xj according to the
nearest mean vector: λj = argmini∈ 1,2,...,k dji

7. Divide sample xj into corresponding cluster:Cλj =
Cλj ∪ {xj}

8. End for
9. For i = 1, 2, . . . , k do
10. Calculate the new mean vector: µ′i =

1
|Ci|

∑
x∈Ci x

11. If µ′i 6= µi then
12. Update the current mean vector µi to µ′i
13. Else
14. Keep the current mean vector unchanged
15. End if
16. End for
17. Until none of the current mean vectors are updated
Output: cluster division C = {C1, . . . ,Ck}

difference of the sample. The formula is as follows.

dist(X ,Y ) =

√√√√ t∑
i=1

(xi − yi)2 (7)

Angle cosine uses the cosine value of the angle between
two vectors in the vector space as a measure of the difference
between two individuals. Compared with the distance mea-
sure, cosine similarity pays more attention to the difference
of two vectors in shape, rather than distance or length. The
formula is as follows.

Cos(X ,Y ) =

t∑
i=1

xiyi√
t∑
i=1

x2i
t∑
i=1

y2i

(8)

Unfortunately, the complex variation trend of dissolved
oxygen under different environmental conditions, it is limited
to use only one distance index to calculate the similarity
between samples, and the importance of sample characteris-
tics is not considered in both methods.

To comprehensively consider the numerical information
and shape information in the historical data, combined with
the Euclidean distance and the angle cosine calculation
method, this paper uses an improved similarity statistic Dxy,
to calculate the trend similarity between samples. The calcu-
lation formula is as follows.

Dxy = αdxy + βDcos xy (9)
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TABLE 2. DBI values of different k.

where,

dxy = 1−
1
t

t∑
i=1

√√√√ 1
m

m∑
j=1

σj(xij − yij)2 (10)

Dcos xy =
1
t

t∑
i=1

m∑
j=1
σjxijyij√

m∑
j=1

x2ij
m∑
j=1

y2ij

(11)

xij and yij are samples of x and y with characteristics of
j at the i-th moment, and their values are between [0, 1]. α
and β are the weight coefficients between the angle cosine
Dcos xy and the Euclidean distance dxy, respectively. These
two values will vary with weather conditions. If the weather
changes violently, α is close to 1, otherwise β is close to 1.
And α + β = 1, σj is the weight of the j-th characteristic
factor in the sample.

Judging the validity of clustering results is a difficult
and complex problem. In this paper, we set the value of
k is determined by our extensive experimental experience.
The Davies-Bouldin index proposed by David L. Davis and
Donald Bouldin is a clustering measure that describes the
similarity of the same class and the difference in different
clusters [45]. Small index value can better reflect the clus-
tering effect. Its definition is as follows:

DBI =
1
k

k∑
i=1

maxj6=i(
avg(Ci)+ avg(Cj)

dcen(µi, µj)
) (12)

avg(C) =
2

|C| (|C| − 1)

∑
1≤i≤j≤|C|

dist(xi, xj) (13)

dcen(Ci,Cj) = dist(µi, µj) (14)

where avg(C) represents the average distance between class,
dist(·, ·) represents the distance between samples and µ

stands for the cluster center of class C .
In our study, to establish optimal cluster for model,

we select the clustering with the smallest DBI . In Table 2,
the number of clusters ranges from 2 to 6, and different
numbers of clusters correspond to different DBIs. When the
number of clusters is 5, the minimum DBI value is 0.8243.
Therefore, it is most appropriate to divide the data set into five
categories. And the clustering results are shown in Figure 6.

As can be seen from Figure 6 that the data objects in each
cluster are concentrated, and the degree of dispersion among
the clusters is relatively high.

F. PLS SOFTPLUS ELM NEURAL NETWORK
1) ELM
The extreme learning machine (ELM) proposed by Halkidi
et al. [46] is a commonly used learning algorithm, which is a

FIGURE 6. The results of K-means clustering.

FIGURE 7. ELM neural network topology.

single hidden layer feedforward neural network. Meanwhile,
the weights and thresholds of the hidden layer are randomly
generated [47]. The network model is usually divided into
three layers: input layer, hidden layer and output layer. And
the ELM three-layer network structure can approximate any
nonlinear function. The topology of the network is shown
in Figure 7.

There are N input layer neurons, m output layer neuron,
and k hidden layer neurons in the network. The activation
function is f (x) between the input layer and the hidden
layer [40]. For the total number of N samples, {(xi, ti)}Ni=1 is
the data sample set, where xi = [xi1, xi2, . . . , xin]T ∈ Rn, ti =
[ti1, ti2, . . . , tim]T ∈ Rm. Then the input and output of the
network can be expressed as equation (15).∑k

j
βjf (αj, bj, xi) = ti i = 1, 2, . . . ,N j = 1, 2, . . . , k

(15)

where, αj =
[
αj1, . . . , αjn

]T is the weight vector between
the j-th hidden layer neuron and the input vector xi, bj is the
biases of the j-th hidden layer neuron. Generally, the Sigmoid
function in equation (16) is used as the activation function,
and the activation function is used to approximate these N
samples with 0 error, the existence of α, β and b makes the
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equation (15) true.

f (x)
1

1+ e−x
(16)

The above formula (15) can be written in matrix form as
equation (17)

Hβ = T (17)

where,

H =

 f (α1, b1, x1) · · · f (αk , bk , xk )
...

. . .
...

f (α1, b1, xN ) · · · f (αk , bk , xN )


N×k

(18)

β =
[
β ′1, β

′

2, . . . , β
′
k
]′
k (19)

T =
[
t ′1, t

1
2 , . . . , t

′
N

]′
N

(20)

H = {hij} is the hidden layer output matrix of the network,
βj =

[
βj1, βj2, . . . , βjm

]T When the training xi is given and
the parameters (αj, bj) are randomly generated, then we can
obtain matrix H .

Then, the output weights β are generated as formula (21).

β = H+T (21)

where H+ is the inverse matrix of H , there is a negative
correlation between the generalization ability and the norm
of the weights β.
The ELM network algorithm consists of 3 steps:
1) Randomly generate the output weight αj and biases bj

of the hidden unit, j = 1, 2, . . . , k ,
2) Calculate the output matrix H of the hidden unit,
3) Calculate the output weight β : β = H+T .

2) SOFTPLUS ELM
Activation function is a function running on the neurons
of neural network, which maps the input of neurons to the
output. The activation function plays an important role in
the ELM neural network. The earliest idea of ELM is to use
the Sigmoid function as the activation function, the output is
bounded, and it is easy to serve as the next layer of input. The
function is defined as follows:

f (x) =
1

1+ e−x
(22)

The Sigmoid function is the most commonly used activa-
tion function in traditional neural networks and is regarded as
the core of neural networks. But the gradient of the function
becomes smaller when the input is far from the origin of
the coordinates. This will cause the weight to have almost
no effect on the loss function, which is not conducive to the
optimization of the weight. This problem is called gradient
saturation. Actually, the activation function is not unique [48].
However, it is still a daunting task to choose an appropriate
activation function [49]. The Rectified Linear Unit Function
(ReLU) is currently a popular activation function. The func-
tion is defined as follows:

f (x) = max(0, x) (23)

Compared with the Sigmoid function, when a positive
number is input, there is no gradient saturation problem.
In addition, since the ReLU has only a linear relationship,
the calculation speed will be faster. However, in the training
process, when the function passes through the ReLU unit,
the negative gradient will be set to zero, and then it will not be
activated by any data. A certain proportion of neurons will die
irreversibly, and the parameter gradient cannot be updated,
which will lead to the failure of the whole training process.
Softplus can be regarded as the smoothness of ReLU [50].
It is defined as follows:

f (x) = ln(1+ ex) (24)

According to the relevant research of neuroscientists, Soft-
plus is similar to the activation frequency function of brain
neurons. That is to say, compared to the early activation
function Sigmoid, Softplus is closer to the activation model
of brain neurons. In order to improve prediction accuracy and
save prediction time, this paper uses Softplus as the activation
function of ELM, referred to as SELM.

3) PLS-SELM
Partial least squares (PLS) method, by projecting the
high-dimensional data space of the independent variable and
the dependent variable to the corresponding low-dimensional
feature space to obtain the mutually orthogonal feature vec-
tors of the independent variable and the dependent vari-
able [40], and then establish the univariate linear regression
relationship of the eigenvectors of independent and depen-
dent variables.

The algorithm flow of PLS-SELM is shown in Figure 8.
Obtain the linear relationship between output matrix Hn×L
and output Yn×m of hidden layer nodes in SELM through
PLS, as shown below.

Y = HβPLS + e (25)

where, βPLS is the output weight coefficient matrix, e is the
noise generated in the model. The external model of PLS, that
is, the linear relationship between the output matrixH and the
output Y of the hidden layer is as follows.

H = TPT + E =
∑a

i=1
tipTi + E (26)

Y = UQT + F =
∑a

i=1
uiqTi + F (27)

The internal model of PLS is:

ui = βiti + Ei (28)

β̂i = uTi ti/t
T
i ti (29)

The internal model can be expressed as a matrix:

U = TB (30)

where, T = [t1, . . . , ta] ∈ Rn×a and U = [u1, . . . , ua] ∈
Rn×a represent the score matrix of the hidden layer and output
layer, respectively. P = [p1, . . . , pa] ∈ RL×a is the load
matrix of H corresponding to t , and Q = [q1, . . . , qa] ∈
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FIGURE 8. The schematic diagram of PSO-PLS-SELM.

Rm×a is the load matrix of Y corresponding to u. a is the
number of selected components. β = [β1, . . . , βa] ∈ Ra×a

is the regression coefficient matrix. E ∈ Rn×L is the residual
matrix of H . F ∈ Rn×L is the residual matrix of Y .
Finally, the output weight β̂PLS can be calculated by

β̂PLS = W (PTW )−1BQT (31)

where W is the input weights. For each new sample, we
divide it into its class and then calculate the prediction result
by formula (25).

G. PARTICLE SWARM OPTIMIZATION PLS-SELM
NEURAL NETWORK
1) PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) is a swarm intelligence
optimization algorithm in the field of computational intel-
ligence. The algorithm was first proposed by Kennedy and
Eberhart [51], and was derived from the study of bird preda-
tion problems. Particle swarm optimization (PSO) algorithm
makes themovement of the whole group evolve from disorder
to order in the problem solving space through the sharing of
personal information in the group, so as to obtain the optimal
solution [52].

Assuming that d and n are the dimensions of the search
space and the number of particles respectively, then Y =
(Y1, . . . ,Yn) is n particles in the d-dimensional space, where
Yi = (yi1, yi2, . . . , yid )T represents the potential optimal
solution of the optimization problem and the particle in the
solution space position. And the velocity V = (V1, . . . ,VN )
of particles represents its distance and direction, where Vi =
(vi1, . . . , vid )T . The particle characteristics are represented
by three indicators: ‘‘position’’ (xki ), ‘‘velocity’’ (vki ) and
fitness value. The particles move in the search space, and
the personal position is updated by tracking the personal best
solution Pbest and the global best solutionGbest . The fitness
value is calculated every time a particle updates its posi-
tion. During each iteration, the particle updates its speed and
position through personal extreme values and group extreme

values. The update formula is as follows:

vk+1id = ωvkid + c1r1(p
k
id − y

k
id )+ c2r2(p

k
gd − y

k
gd ) (32)

xk+1id = xkid + v
k
id (33)

where k is the number of hidden layer nodes, ω represents
iteration weight, c1 and c2 stand for the learning factors,
r1 and r2 are randomly set constant values, and their range
is in the interval [0, 1]. Pi = (pi1, . . . , pin)T and Pg =
(pg1, . . . , pgn)T represent personal best position and group
best position respectively. [vmin, vmax] is the range of the
velocity. Algorithm 2 shows the basic structure of the PSO
algorithm.

Algorithm 2 PSO Algorithm for Solving d-Dimensional
Optimization Problems
1. Initialize P particles at random positions
2. Evaluate the fitness function of particles
3. Gbest = global best solution
4. For l = 1 to maximum number of iterations do
5. For j = 1 to P do
6. Update the velocity and position of the j-th particle

using formulas (33) and (34)
7. Evaluate the fitness function of j-th particles
8. Update the personal best solution Pbest of j-th

particles
9. Update the Gbest

10. Keep Gbest as the best problem solution
11. End for
12. End for

2) PSO-PLS-SELM
PLS-SELM improves the activation function of the traditional
ELM and solves the strong collinearity problem of the hidden
layer output matrix. However, since the input weights and
hidden layer biases of the network in ELM are initialized
randomly, this may make some input weight matrices and
hidden layer deviations to 0, resulting in some hidden layer
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nodes invalid. In practical applications, a large number of hid-
den layer nodes are needed to achieve the expected accuracy
in ELM. ELM has insufficient generalization ability when
dealing with new samples in the training process. Therefore,
in order to solve the above problems, this paper proposes PSO
to improve the parameters of ELM to improve the prediction
accuracy.

The particles in the group consist of input weight
matrix and hidden layer biases. The particle length d =
k(n + 1), where k is the number of hidden layer nodes,
and n is the dimension of the input vector, that is,
the number of input neurons. Let θ i = [αi11, α

i
12, . . . ,

αi1n, α
i
21, α

i
22, . . . , α

i
2n, α

i
k1, α

i
k2, . . . , α

i
kn, b

i
1, b

i
2, . . . , b

i
k ] be

the i-th particle in the group, where αiij and b
i
j are random

numbers in the range of [−Zmax,Zmax] ,Zmax = 1. Construct
fitness function f (θ i) during training. The iteration will not
stop until the number of iterations exceeds the maximum or
the adaptability value is less than the minimum. The training
steps of PSO-PLS-SELM are detailed in Algorithm 3.

Algorithm 3 PSO-PLS-SELM Algorithm
1. Establish PLS-SELM network
2. Set the number k of hidden layer neuron and activation

function f (x)
3. Initialize PSO particles θ
4. Determine the particle size n, inertia weightω, the max-

imum number of iterations T and constant coefficients
c1 and c2

5. Input training sample
6. While ending conditions false do
7. For all particle i of population do
8. Calculate the fitness function f (θ i)
9. Get the personal extremum Pi

10. End for
11. Calculate the global extremum Pg
12. For all particle i of the population do
13. Adjust the velocity Vi
14. Update the position θ i

15. End for
16. End while
17. Separate the global extremum Pg
18. Get input weight αj and hidden layer biases bj

IV. RESULTS AND DISCUSSIONS
A. PARAMETER SETTINGS OF ALGORITHM
In this experiment, we use the clustering model proposed in
the previous section to divide all data (5760 data sets) into
five clusters. Different training sets and test sets correspond
to different numbers of nodes that affect the hidden layer.
In PLS-SELM, we use trial and error to determine the number
of hidden layer nodes in different classes. The number of
hidden layer nodes in the five classes are k1 = 25, k2 = 30,
k3 = 28, k4 = 40, k5 = 29,respectively, as shown in Table 2.

The selection of PSO parameters is based on a large
number of experiments. And the population size of PSO-
PLS-SELM is set to 50, acceleration constants c1 = 1 and
c2 = 2 respectively, inertia weight = 0.9, iteration number is
set to 200 and the fitness accuracy of the normalized samples
are equal to 0.005 [53]. These values provide better computa-
tional efficiency on the training data set. All experiments are
implemented by MATLAB and run on a PC equipped with
2.4 GHz Core (TM) processor, 8.0G memory and Microsoft
Windows 10.

B. MODEL PERFORMANCE EVALUATION
In order to further test the prediction performance of the
model, the prediction results are evaluated by mean abso-
lute percentage error, root mean square error [54], [55],
average percentage error and Nash coefficient [56]. These
metrics can reflect the error and fitting degree between the
original data and the predicted data from different mathe-
matical perspectives. Due to the larger dimension of each
solution in the algorithm, more training time is needed
to achieve smaller error. The length of each prediction
time is also an index to measure the prediction perfor-
mance of the model. And these indexes are computed by
formula (34)− (37).

MAPE =
1
N

∑N

i=1

∣∣∣∣Yi − fiYi

∣∣∣∣ (34)

RMSE =
√

1
N

∑N
i=1 (Yi − fi)

2 (35)

MAE =
1
N

∑N

i=1
|Yi − fi| (36)

NSC = 1−

∑N
i=1 (Yi − fi)

2∑N
i=1 (Yi − Yi)2

(37)

where N is the number of prediction time points in each
data set, Yt is the original data, ft is the predicted value and
Yt represent the average of original value. The higher NSC,
the MAPE, RMSE and MAE values, the more accurate the
model.

C. RESULTS OF K-MEANS CLUSTERING
From the DBI results, the 60 days sample set is clustered
into five clusters, and then used as the input of PLS-SELM
neural network. The optimized network structure is shown
in Table 3. The network structure corresponding to differ-
ent training sets and test sets is also different. With the
change of sample number, the hidden layer nodes also change
from 25 to 40.

Among them, class 1 has 25 (minimum number) hidden
layer nodes, the structure is 7-25-1, and its RMAE value is
the smallest. We can find that the weather type of all the
data points in class 1 is sunny, the equipment is less affected
by the environment, and the periodicity and regularity of the
data are good, so the accuracy of the prediction results is also
improved accordingly.
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FIGURE 9. The prediction curves of the five models and their prediction error curves.

TABLE 3. Neural network structures in five clusters.

D. MODEL COMPARISION AND ANALYSIS
In order to verify the prediction effect of improved PLS-
SELM (PSO-PLS-SELM) model based on clustering and
PSO, different prediction models are compared in this
paper. The comparison models include extreme learning
machine (ELM) model, back propagation (BP) neural net-
work model, support vector machine (SVM) model and Long
Short-Term Memory (LSTM) model. To testify the perfor-
mance of the models in this paper, data set is utilized in these
models to predict the data of April 8, 2020, that is, the dis-
solved oxygen content of 24 hours on that day. Figure 9 shows
the prediction curves of the five models and their prediction
error curves It can be seen from the figure that the prediction
result curve of PLS-SELM hybrid model based on clustering
and PSO optimization is closer to the original value than the

other fivemodels, and has better prediction accuracy. It can be
seen from the prediction error chart that the error fluctuation
of PSO-PLS-SELM model is smaller than that of the other
four models, indicating that the hybrid model improves the
prediction accuracy of the model. RMSE, MAE, MAPE and
NSC of the five models are calculated for further comparison
of the prediction results of the five models. The accuracy of
the results is shown in Table 4.

It can be seen from the table that the RMSE, MAPE,
MAE and NSC of the improved PLS-SELM model based on
clustering and PSO are 0.2704, 0.0371, 0.2284 and 0.9527,
respectively. NSC of PSO-PLS-SELM of the five models is
the best. However, from the Table 4, we can see that compared
with ELM, the running time of the model has been greatly
prolonged.
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FIGURE 10. The forecasting results of dissolved oxygen content by PSO-PLS-SELM and counterpart models.

TABLE 4. Precision statistics on five models.

Compared with the traditional models, the running time
of BP and SVM is longer, and under the same conditions,
the prediction results are slightly inferior to the method in
this paper. Compared with single LSTM, the hybrid PSO-
PLS-SELM model has better performance. The results show
that in a multi-factor environment, the similar sample set
constructed by this model can eliminate sample differences.
Therefore, the prediction model proposed in this paper has
high prediction accuracy and strong fitting ability, which
can effectively predict the DO content in aquaculture, and
can provide help for the prediction and early warning of
aquaculture.

In order to further prove the accuracy of the model pro-
posed in this paper, 07 Apr, 08 Apr, 09 Apr, 10 Apr and
11 Apr 2020 are selected as the prediction days of the model,

and MAPE, MAE and RMSE are compared and the PSO-
PLS-SELM is compared with the three counterpart meth-
ods, as shown in Figure 10 (a-e). In these graphs, the X
coordinate represents the time of day and the Y coordinate
represents the dissolved oxygen content. As can be seen from
Figure 10 (a-e), all models can well predict dissolved oxygen,
but the prediction results are different. The prediction curve
of PSO-PLS-SELM is closer to the original data than that of
PLS-SELM, SELM and ELM. Figure 11 shows that PSO-
PLS-SELM achieves the best prediction effect by clustering
and optimizing model parameters.

Further more, we also give the average prediction accu-
racy evaluation index as shown in Table 5. Compared with
PLS-SELM (0.0500), SELM (0.0567) and ELM (0.0563),
the average MAPE of PSO-PLS-SELM is the best (0.0435).
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TABLE 5. Average precision results on three counterpart models.

TABLE 6. Comparison of forecasting results on different weather conditions.

FIGURE 11. Average precision on three counterpart models.

Compared with PLS-ELM, SELM and ELM, the average
RMSE of the algorithm is improved by 11.87%, 22.22% and
32.03%, respectively. Similarly, the average MAE of PSO-
PLS-SELM is improved 13.89% of PLS-SELM, 28.68% of
SELM, and 31.30% of ELM. Obviously, the proposed PSO-
PLS-SELM model is superior to the other three models in all
accuracy indexes of DO prediction. Simultaneously, the NSC
value of this model (0.9160) is better than that of the three
models.

For different weather conditions, choose April 8th (The
highest and lowest temperatures are 22 ◦C and 9 ◦C, respec-
tively. The average illumination intensity is 36359 Lux)
and April 11th (The highest and lowest temperatures are
11 ◦C and 5 ◦C, respectively. The average illumination inten-
sity is 13918 Lux). The predicted and true values of dis-
solved oxygen for the four comparison models are shown
in Figure 10(b, e). Overall, the results of the PSO-PLS-SELM
model are closer to the true values. From Table 6, under two
different weather conditions, the RMSE of the proposed PSO-
PLS-SELM (0.2704) is the smallest, and theMAPE andMAE
also have the same conclusion.

It shows that the model introduced in this paper per-
forms similar daily clustering under the influence of
multiple factors, which can adjust input and eliminate

sample differences. On April 11, the NSC of PSO-
PLS-SELM had the largest value compared with the other
three control models. Although, the forecast curve fluctuates
relatively greatly in the first few hours. The model we pro-
posed can identify sudden changes in weather on the forecast
day. The model increases the frequency of data updating, and
quickly obtains the appropriate training samples, thus reduces
the prediction error in the later stage, which makes the result
closer to the real value.

These data prove the good performance of PSO-
PLS-SELM prediction model. The main reason is that the
activation function in the traditional ELM is replaced by the
Softplus function, making the model closer to the neural
activation model. In addition, PLS is applied to the Soft-
plus ELM model, can not only effectively overcome the
collinearity problem of ordinary least squares regression,
but also emphasize the explanation and prediction of inde-
pendent variables to dependent variables when selecting
feature vectors, and eliminate the influence of useless noise
on regression model. The model contains the least number
of variables, so the PLS model has better robustness and
predictive stability. Meanwhile, PSO is utilized to optimize
the output weight and hidden layer bias of the network.
These factors greatly improve the accuracy and robustness
of the algorithm. In conclusion, compared with the other
methods, the accuracy of the proposed PSO-PLS-SELM
model is greatly improved. In particular, PSO-PLS-SELM
can select the best input samples, find the periodic change
pattern and trend change of water quality and meteorological
data (aquaculture), combined with the advantages of various
single models, so as to provide better prediction results.

V. CONCLUSION
We propose a prediction model for predicting the change of
dissolved oxygen content in time series data. The PLS-SELM
model is improved based on clustering and PSO. A com-
bined similarity clustering method is adopted to divide the
original data into different clusters, which improves the sam-
ple selection of the model. Meanwhile, Softplus function is
utilized as the activation function of the network, PLS is
applied to construct the regression model which can explain
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the system and predict the set of dependent variables, and
PSO is introduced to effectively improve the generaliza-
tion performance of short-term dissolved oxygen prediction
model. This ability endows the model with better perfor-
mance than other counterpart models. Experimental research
shows that in terms of RMSE, MAPE, MAE and NSC, the
performance of the method introduced in this paper is better
than the single BP neural networks, SVR, LSTM and the
traditional ELM algorithm. Its effectiveness has been verified
in practical applications. It can predict the dissolved oxygen
content, thereby reducing and avoiding unnecessary losses,
such as fish mortality rate, caused by excessive or insufficient
dissolved oxygen content. For PSO-PLS-SELM, we mainly
consider to improve the prediction scheme of dissolved oxy-
gen. In the future work, we will experiment and discuss in
other similar application fields, and promote them. At the
same time, we will pay more attention to the comparison of
different models, so that the performance of the model can be
more in-depth analysis and discussion.
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