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ABSTRACT Biomedical text classification algorithms, which currently support clinical decision-making
processes, call for expensive training texts due to the low availability of labeled corpus and the cost of manual
annotation by specialized professionals. The active learning (AL) approach to classification heavily lessens
such cost by reducing the number of labeled documents required to achieve specified performance. This
article introduces a query strategy and a stopping criterion that transform CREGEX, a regular-expressions-
based text classification algorithm, in an AL biomedical text classifier. The query strategy samples the
training dataset, trading off the greedy learning achieved by the regular expressions classification precision
and the conservative learning induced by text sequence alignment classification. The sustained reduction in
the variance of the query strategy scores is used as a stopping criterion. The AL classifier was compared
with Support Vector Machine (SVM), Naïve Bayes (NB), and a classifier based on Bidirectional Encoder
Representations from Transformers (BERT), using three datasets with biomedical information in Spanish on
smoking habits, obesity, and obesity types. The learning curve results indicate that AL in CREGEX allowed
to efficiently reduce the number of training examples for equal performance than the rest of the classifiers,
obtaining areas under the learning curve greater than 85% in all cases. The stopping criterion applied to
the AL process allowed to use, on average, approximately 32% to 50% of the total training examples with
differences in performance concerning the maximum value of the learning curve not exceeding 2%. This
performance demonstrates the effectiveness of using AL in a biomedical text classifier based on regular
expressions, which is attributable to such expressions’ ability to represent intricate sequential patterns in
training texts considered most informative.

INDEX TERMS Active learning, regular expressions, natural language processing, text classification.

I. INTRODUCTION
Text classification has become one of the most widely used
machine learning techniques to organize the growing accu-
mulation of unstructured digital information [1]–[3]. Classi-
fication algorithms such as Support Vector Machine (SVM)
and Naïve Bayes (NB) have been extensively used due to the
simplicity of their implementation, and the accurate results
obtained [4]. More recently, the use of pre-trained language
models, based on deep neural networks (DNN), has trans-
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formed the field of natural language processing (NLP). In this
sense, the Bidirectional Encoder Representations from Trans-
formers (BERT) algorithm has become state-of-the-art in
many NLP tasks. [5]–[7].

Regardless of the classification algorithm used, correctly
labeled training texts are needed. The problem for many
applications, such as in the case of biomedicine, is that the
cost of manually labeling training examples may become
prohibitive. Time, resources, and specialized annotators are
needed to carry out the labeling tasks [8]. In this scenario,
the active learning (AL) approach to classification offers an
alternative to reducing annotation efforts. The AL aims to

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 38767

https://orcid.org/0000-0003-0994-5919
https://orcid.org/0000-0002-2021-0203
https://orcid.org/0000-0002-5225-5334
https://orcid.org/0000-0003-0608-4498


C. A. Flores et al.: AL for Biomedical Text Classification Based on Automatically Generated Regular Expressions

facilitate algorithms to obtain performance comparable to
passive learning (PL) or random sampling but with fewer
training examples [9].

In text classification, the most widely used approach is
the pool-based AL where training examples are selected
from an unlabeled dataset [10]. A taxonomy for the different
pool-based AL algorithms can be created in terms of the
query strategy, or sample selection function, defined to pick
the most informative examples for SVM- and NB-based clas-
sifiers [11]–[14]. Recently, the AL has attracted the interest of
researchers and has been applied to classification algorithms
based on DNN [15], [16]. However, to our best knowledge,
there are no AL query strategies available for identifying
the most informative examples for regular-expressions—
based biomedical text classifiers, with only some works
related to information extraction tasks but in other usage
domains [17]–[21]. Based on the above, in this paper we aim
to address the following research questions:
• For a given biomedical text classification algorithm
based on regular expressions, can active learning effec-
tively reduce the number of training examples needed to
obtain the same performance as passive learning?

• For a given biomedical text classification algorithm
based on the regular expressions, can active learning
perform better than other active learning methods for
selecting the most informative examples?

This work proposes an AL query strategy and a stop-
ping criterion that allows identifying the most informative
examples for a biomedical text classifier based on regular
expressions. The advantages of the proposed method are that
regular expressions are easily analyzable at a natural language
level by a domain expert and represent complex sequential
patterns in texts, including numerical attributes, unlike exist-
ing methods [18], [22]–[24]. The AL query strategy samples
the training dataset trading off the greedy learning achieved
by the regular expressions classification precision and the
conservative learning induced by text sequence alignment
classification. More precisely, the greedy AL query strat-
egy exploits the regular expressions’ classification perfor-
mance during training to assess the level of uncertainty of
the selected examples. The conservative AL query strategy
assesses the amount of diversity in the examples through the
Smith-Waterman (SW) algorithm to provide a level of uncer-
tainty in cases where regular expressions mismatch. Three
datasets written in Spanish were used to evaluate whether
the AL decision function effectively achieves the same clas-
sification performance when used in conjunction with the
Classifier Regular Expression (CREGEX) biomedical text
discriminant [21]. Such datasets were obtained from the
hospital Guillermo Grant Benavente (HGGB) in Concepción,
Chile.

The performance of the AL version of CREGEX was
compared with the classification results of NB, SVM, and
BERT in terms of accuracy (ACC), precision (P), recall (R),
and F-measure (F1). For comparison, distances to the hyper-
plane and cosine similarity were used as the AL query

strategy of the most informative examples in the case of
the SVM classifier [13], [14]. For NB and BERT classi-
fiers, the criterion of maximum entropy was considered as
the AL query strategy [11]. To calculate BERT’s predic-
tion probabilities, the Monte Carlo Dropout method was
used as an approximation to a Bayesian inference [15].
The classification results indicate that the AL version of
CREGEX performed better than SVM and NB in all
datasets for accuracy (ACC), precision (P), recall (R), and
F-measure (F1) metrics. In comparison to BERT, CREGEX
was better in most cases. On the other hand, the use of
AL reduced in most cases the number of training examples
needed to obtain the same performance as PL. In this sense,
the AL version of CREGEX proved to be the most efficient
classifier. Accordingly, the main contributions of this work
can be summarized as follows:
• A query strategy for the AL process of a biomedical text
classifier based on the automatic generation of regular
expressions.

• A stopping criterion for the AL process of classification
algorithms.

The rest of this work is organized as follows: Section II
presents a review of the AL methods used in classification
tasks. The section III describes the datasets, the CREGEX
classifier and the AL query strategy implemented. The
section IV presents the performance of the classifiers in terms
of ACC, P, R, F1, and learning curves. Section V shows an
analysis of the performance of the classifiers and AL, as well
as future work.

II. RELATED WORK
The training of the classification algorithms involves having
enough labeled texts correctly. However, the cost of man-
ually labeling training examples can be highly expensive
(time, resources, annotators), especially in the biomedical
area where specialized annotators are required [8]. To address
this problem, the AL provides an alternative to reduce the
number of examples needed to train the classification algo-
rithms [25]. In contrast to the PL where training examples are
selected randomly, the AL allows a greater degree of control
of the chosen examples, depending on the automatic learning
algorithm used [9].

The most used approach in text classification is the
pool-based AL, which selects training examples from a large
unlabeled dataset [10]. In this approach, three datasets are
defined: the unlabeled dataset XU , an initial training dataset
(XI ,YI ), and the test set (XT ). The AL process consists of an
initialization stage and a selection phase of the most infor-
mative examples [26]. During the initialization stage, one
or more examples per class are randomly selected from the
unlabeled dataset XU and then labeled by an expert E to form
an initial training set (XI ,YI ). Afterward, a query strategy
q(·) is used to progressively select nq examples Xq considered
most informative by the classifier. Selected examples Xq are
labeled by a domain expert E and added to the training set to
re-train the classifier until a stopping criterion is met. In each
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iteration, selected examplesXq are removed fromXU . Finally,
the test set is used to evaluate the classifier’s effectiveness
during the selection of training examples.

Several methods have been proposed to progressively
select from an unlabeled data set the examples considered
most informative for a machine learning algorithm. Lewis
and Gale proposed the method called Uncertainty Sam-
pling in which a probabilistic classifier is used to select
the examples with maximum entropy [11], [12]. Another
selection strategy, calledQuery-by-Committee, was proposed
by Seung et al., where multiple classification algorithms to
select examples with the most significant degree of disagree-
ment among committee members [27]. Yet another selection
method proposed by Tong and Koller is called Simple Mar-
gin and uses as a selection criterion the examples with the
shortest distance to the separation hyperplane of the classes
of a SVM [13]. Subsequently, Brinker incorporates cosine
similarity to the query strategy of SVM to provide more
diversity to the selected examples [14]. Other methods use
clustering techniques to select examples from the unlabeled
dataset [28]–[30]. However, the main disadvantage of these
methods is that the performance of the AL process is depen-
dent on the quality of the groups formed by the clustering
algorithm used. More recent methods attempt to estimate the
uncertainty of predictions in classification algorithms based
on neural networks [15], [16]. For example, Gal proposes the
Monte Carlo Dropout method, which uses the neural network
regularization technique known as dropout as an approxi-
mation to Bayesian inference [15]. A determined number of
predictions (probabilities) are carried out in the same example
to measure the uncertainty, which is averaged and analyzed
with some statistical metrics.

On the other hand, an essential aspect to consider in
AL is determining a criterion for stopping the learning pro-
cess. Some of the stopping criteria analyze the cost of obtain-
ing new labels, set a maximum performance value for the
classifier or training sample size, or analyze the quality of
the examples in the datasets [12], [31]–[35]. One approach
to a stopping criteria method was proposed by Bloodgood
and Vijay-Shanker considering the unlabeled dataset [34]
The method tests the new models obtained in consecutive
iterations of AL in a separate dataset without labels to check
if the predictions have stabilized. The measure used is the
level of agreement in the predictions between the consecutive
models. On the other hand, Vlachos proposes to analyze the
performance of the classifier on an additional dataset until a
consistent decrease in this performance is observed during
the learning process [31]. In the case of considering the
selected training examples, Ghayoomi proposes to analyze
the variance of the scores obtained from the query strategy
in each iteration [33]. This method relies on the fact that,
at the beginning of the learning process, the classifier is not
sufficiently trained so that the results of the query strategy
will not present a high level of variability. As the training set
increases, the classifier changes from untrained to trained,
resulting in increased variability in the results of the query

strategy. Finally, once the classifier is sufficiently trained,
the results of the query strategy become close to the mean
with a low level of variability. In this last stage, the process
of AL must be stopped.

III. MATERIALS AND METHODS
A. DATASETS AND PRE-PROCESSING
Biomedical texts in Spanish from the HGGB, Concepción,
Chile, were used as datasets after approval by the ethics com-
mittee. The biomedical texts contain information regarding
binary (obesity and smoking habits) and multiclass (types of
obesity) problems [21]. A further description of the texts can
be found in Table 1. Finally, the texts were pre-processed by
converting them to lower cases and removing unnecessary
white-spaces to facilitate the extraction of tokens (words,
numbers, and symbols).

TABLE 1. Description of the datasets.

B. PROBLEM DEFINITION
We formally define now the problem tackled in this paper.
Following [21], consider a collection of n training biomedical
texts that are labeled using l ≥ 2 classes (binary or multiclass
problems) in a supervised manner. More formally, the set of
training texts is denoted as X = {x1, . . . , xn}, the set of labels
are denoted by the set L = {1, . . . , l}, and the supervised
labeling process is represented by the mapping L : X → L,
which for each xi ∈ X creates a label yi = L(xi), yi ∈ L.
The collection of all labeled training texts is denoted as
Y = L(X ). Besides, to assess the performance of the pro-
posed AL method, a separate labeled dataset, XT , containing
nt test biomedical texts will be used.

The proposed AL version of CREGEX is divided,
as depicted in Figure 1, into two stages: (i) the construction of
a feature space based on regular expressions; and (ii) the def-
inition of an AL-based classifier for biomedical texts. First,
a feature space for X is automatically constructed using the
bijective mapping 8(xi) : X → Ri ⊆ R, which generates ni
regular expressions for the training text xi, labeled as yi, where
Ri = (r i1(xi), . . . , r

i
ni (xi)). Thus, once the mapping function

8(·) is applied to the entire training set X , it generates the
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FIGURE 1. Functional scheme of the proposed AL classifier based on automatically generated regular expressions (regexes).

collection R = ∪ni=1Ri, which contains a total number of |R|
regular expressions representing the set of biomedical texts.
Subsequently, a feature selection step is carried out, filtering
out regular expressions by keywords and evaluating them to
obtain a performance measure during the training set. Next,
the resulting regular expressions are assigned to the class of
the training text where they were automatically generated.
Thus, the regular-expressions–based classifier assigns the
class yi to a sample text xi ∈ XT through the decision function
δ(xi) : XT → L, where yi = δ(xi).

In addition, we define the AL dataset DAL = X ∪ XU ,
where X contains n training texts, whose collection of labeled
examples is given by Y = L(X ), andXU is a set of u unlabeled
texts. The aim of the AL is to iteratively construct the set
Xq ⊆ XU , which contains the most informative examples as
far as the employed machine learning algorithm is concerned.
To assess the amount of information in each text in XU ,
a score function assigns the value ui, i = 1, . . . , |XU |, through
the query strategy q(xi). Thus, at each iteration, the subset Xq
is labeled by a human expert in DAL so that X , Y , and XU are
updated as:X ← X∪Xq, Y ← Y∪L(Xq), andXU ← XU\Xq.

1) CONSTRUCTION OF A FEATURE SPACE BASED ON THE
AUTOMATIC GENERATION OF REGULAR EXPRESSIONS
The construction of a feature space based on the automatic
generation of regular expressions is mainly carried out using
the Needleman-Wunsch (NW) and SW alignment algorithms,
considering a previous work of the authors of this article [21].
Firstly, hierarchical clustering is applied to the training texts
to construct similar word groups, excluding verbs. To do so,
the Levenshtein distance, with a cut-off threshold equal to
four, was used.We note that such value was determined based
on an exploratory data analysis. Secondly, the NW algorithm
is applied within the clusters to align common letters and
compute non-common ones (maximum number of letters).
Thus, as shown in Figure 2, we note that it is possible to
represent the word groups by a single representative pattern.

Then, training texts are normalized by replacing similar
words with the previously found common patterns. Numbers
are also replaced with a pattern representing numerical inter-
vals. This numerical pattern allows us to capture decimal and
integer numbers considering a range equal to five, regarding
the levels of obesity according to the Bodymass index (BMI).
As shown in Figure 3, once the texts have been processed,

FIGURE 2. An example of the global alignment using the NW algorithm.

FIGURE 3. An example of the local alignment using the SW algorithm.

the SW algorithm is applied to the texts belonging to the
same class to extract representative token sequences. The SW
algorithm is used because, unlike the NW algorithm, it is
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more appropriate to analyze sequences with different lengths,
as is the case with biomedical texts [18].

After text alignment is carried out, the proposed method
generates regular expressions replacing white-spaces with the
meta-character ‘‘\s*’’ (zero or more spaces) and inserting a
backslash (‘‘\’’) in the non-alphanumeric characters. Finally,
the regular expressions are assigned to the same class of the
training text generating them. Subsequently, for each classifi-
cation problem, a feature selection method based on keyword
filtering is applied to the feature space constructed using regu-
lar expressions. Here, keywords in Table 1 were used to filter
out the regular expressions that do not contain information
relevant to the classification problem, which were obtained
during the biomedical texts’ annotation process. Finally, each
regular expression is evaluated in the training set to obtain a
confidence metric (precision score).

2) THE CREGEX CLASSIFIER
The automatically generated regular expressions can be used
for classifying the test biomedical text xi and, depending on
the number of matches, assigns the class yi. More precisely,
two possible scenarios may arise for the CREGEX classifier:
(i) no regular expressions match xi, (ii) nr regular expressions
match xi. If no regular expression matches a biomedical test
text, CREGEX assigns the class of the training text with the
highest similarity score, sw_sim(xi, xj), according to the SW
algorithm, j = 1, . . . , n. On the other hand, if nr regular
expressions match a biomedical test text, CREGEX assigns
the class yj = L(8−1(rj)) of the jth regular expression,
rj ≡ r(xj), that achieves the highest precision score, Pr(rj),
with j = 1, . . . , nr . Such a score is calculated during training
stage as the ratio between the number of correct matches
in the corresponding class and the total number of matches.
Thus, the CREGEX classifier decision function is given by:

δ(xi)=


L
(
argmax
j∈[1,n]

sw_sim(xi, xj)

)
, nr = 0

L
(
8−1

(
argmax
j∈[1,nr ]

Pr(rj)

))
, nr > 0.

(1)

3) THE AL VERSION OF CREGEX
The AL version of CREGEX introduces a query strategy with
the following rationale: Select those examples associated
with regular expressions with a higher level of uncertainty
(themore informative ones) according to the precisionmetric.
Initially, regular expressions will tend to have a high level of
uncertainty (low precision value), resulting in an appealing
greedy learning approach. However, as the more informa-
tive examples are selected, the regular expressions’ precision
improve until eventually settle down (high precision score),
resulting in a more conservative learning induced by text sim-
ilarity. Consequently, biomedical test texts without regular
expression matches or regular expressions with low precision
scores satisfy this idea. Mathematically, the proposed query

strategy can be expressed as:

argmin
xi∈XU

q(xi) (2)

where:

q(xi) =

{
maxj∈[1,n] sw_sim(xi, xj), nr = 0
maxj∈[1,nr ] Pr(xj), nr > 0.

(3)

In other words, the proposed query strategy assigns either
the SW similarity score associated with a text close to the
test text or the maximum value of the precision score asso-
ciated with the jth regular expression matching the test text.
In this sense, the most informative examples have the lowest
values in this query strategy. Besides, a stopping criterion
was introduced to reduce the number of training examples
compared to PL. Our stopping criterion analyzes, at each
iteration, the variance of the scores of the examples in the
query strategy q(·). More precisely, a historical window of
nv score variances, {V1, . . . ,Vnv}, from the current value Vnv
is analyzed using the variance method [33]. Recalling that
the most informative examples achieve the lowest values in
our query strategy, the criterion halts the learning process
if a sustained decrease in the variance is achieved. Mathe-
matically, the stopping criterion is met when: V2 > V1, and
V2 > max{V3, . . .Vnv}.

C. EVALUATION
The performance of the AL version of CREGEX was com-
pared with SVM, NB, and BERT-based classifiers. These
classification algorithms require each text to be represented
by feature vectors of constant length, nf , which can be
obtained from pre-trained models or by extracting and count-
ing representative elements or tokens (i.e., word sequences,
numbers, or symbols) from the texts [36], [37]. SVM is a
linear classifier that discriminates among the classes through
a hyperplane whose parameters are optimally obtained [38].
For a given test text xi represented by a feature vector of nf
values Exi, the classifier decision function is given by:

δ(xi) = sign(
ns∑
j=1

αjyjK (Exi, Exj)+ b), (4)

where sign(·) is the sign function, ns is the number of support
vectors (vectors formed by the points closest to the optimal
hyperplane), αj and yj ∈ {−1, 1} correspond to weights
associated with the jth support vector and class, respectively,
K (·) is a kernel function for mapping vectors onto a high
dimensional feature space, and b is an intercept term (scalar).
Notice that in the case of a linear kernel K (·) = Exi · Exj.
The NB classifier is a probabilistic discriminant based on
the Bayes theorem. The NB classifier relies on the central
assumption that, given a class yi, its features are conditionally
independent [39]. Mathematically, the NB classifies the test
example xi according to the rule:

δ(xi) = argmax
yi∈Y

P(yi)
nf∏
j=1

P(Exj|yi), (5)

VOLUME 9, 2021 38771



C. A. Flores et al.: AL for Biomedical Text Classification Based on Automatically Generated Regular Expressions

where P(yi) is the prior probability of class yi ∈ Y , and
P(Exj|yi) is the probability of the example xi described by a
feature vector, given the ith class.

The BERT classifier represents biomedical texts through
a transformer-based encoding architecture, which analyzes
input tokens in both directions: the left and right of the con-
text. We fine-tuned a BERT classifier for our three datasets,
adding a dropout regularization layer and a softmax layer
to BERT’s pre-trained layer (embeddings). Thus, a class is
assigned to a test example xi according to the probabilities
obtained from the softmax classification layer:

δ(xi) = argmax
j∈[1,...,l]

ezj∑l
k=1 e

zk
, (6)

where z = {z1, . . . , zl} is the intermediate output of the
softmax layer for the test text xi. To obtain feature vec-
tors for SVM and NB classifiers, we extracted consecu-
tive sequences of tokens (n-grams) in the form of uni-
grams (consecutive sequences of a token or N1) and bigrams
(consecutive sequences of two tokens or N2). The n-grams
were represented in matrix form according to the Term
frequency - Inverse document frequency (TF-IDF) method,
which enables to evaluate the importance of such features by
considering the total number of texts according to [37], [40]:

TF − IDF = TFt,d × IDFt,D, (7)

IDFt,D = log10(
|D|
d

), (8)

where TF represents the absolute frequency of each token t in
each text d, while IDF represents the inverse frequency of the
tokens in the whole datasetD. Regarding the BERT classifier,
we used a base-multilingual–uncased BERT model, which
was combined with a softmax classifier for fine-tuning pur-
poses. In our evaluations, we considered a linear kernel in
the case of SVM and a multinomial NB, keeping the rest of
the parameters by default [41]. In the case of BERT-based
classifier we set: epochs = 4, batch size = 8, dropout = 0.1,
and an Adam optimizer with a learning rate = 2−5 [5],
[6]. Following [11], [13], [14], we introduced AL to SVM
computing both the distance between an example and the
decision hyperplane and the cosine similarity. In the case of
NB, we used the maximum entropy criterion. For the BERT-
based classifier, we used Monte-Carlo Dropout and the cri-
terion of maximum entropy on an average of 10 predictions
(forward-passes) per example [15], [16]. Regarding the AL
version of CREGEX, we studied how the greedy (precision
score) and the conservative (normalized SW score) terms in
the query strategy (2) affect jointly and independently the AL
process. To do so, we used a convex combination as follows:

q′(xi) = λ max
j∈[1,nr ]

Pr(xj)+ (1− λ) max
j∈[1,n]

sw_sim(xi, xj), (9)

where λ ∈ [0, 1]. In our study, we used the following values
for λ
• AMB: λ = 1, regarding only the precision metric
component (Pr).

• DIV: λ = 0, regarding only the diversity component
(SW similarity score).

• CMB: λ = 0.5 equally combination of precision and
diversity components.

We remark that the proposed query strategy (2) do not
combine the terms it only uses one of them depending on nr .
We used 10-fold cross-validation during the classifiers’ train-
ing and evaluation [42], [43]. In the case of AL, 50 examples
were iteratively selected from the unlabeled dataset [18].

To evaluate the performance of the classifiers, the most
commonly used metrics in NLP were used: accuracy (ACC),
precision (P), recall (R), and F-measure (F1) [44]. Whereas
the ACC evaluates the number of correctly classified exam-
ples over all test examples, the pair precision and recall
give information on the classifier’s behavior regarding what
percentage of positive predictions were correctly classified
and what percentage of positive cases were captured, respec-
tively [45]. In this sense, the F1 metric aims to evaluate
a balance between precision and recall metrics in a single
value (harmonic mean). Mathematically these metrics are
defined as:

ACC =
TP+ TN

TP+ FP+ TN + FN
, (10)

P =
TP

TP+ FP
, (11)

R =
TP

TP+ FN
, (12)

F1 =
2PR
P+ R

, (13)

where TP, TN, FP, and FN correspond, respectively, to the
true positive, true negative, false positive, and false nega-
tive classification rates. Besides, the area-under-the-learning-
curves were calculated according to the trapezoid method,
normalized by the number of iterations. [46]–[48]. Lastly,
to analyze the statistical significance of the results, we used
the Kolmogorov-Smirnov and Shapiro-Wilk tests (α = 0.05)
to assess data’s goodness-of-fit, and the paired T-test and
Wilcoxon signed-rank test were performed after analyzing
the goodness-of-fit.

IV. RESULTS
Tables 2, 3 and 4 show the classification results for all
datasets. Metrics were calculated, for each classifier and
each class, and then their averaged values were weighted
by the number of true instances for each class. In all cases,
CREGEX outperforms both the SVM and NB classifiers on
all metrics (p < 0.05). Also, CREGEX performed better than
BERT on the OBESITY STATUS and OBESITY TYPES
datasets but was slightly outperformed on the SMOKING
STATUS dataset (p > 0.05). This is explained by three
facts. First, the OBESITY STATUS dataset and OBESITY
TYPES share medical terminology. The former is a binary
problem and the latter is a more complex problem involving
multiple classes. Thus, it requires more training examples to
generate proper models to discriminate the problem classes.
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FIGURE 4. These curves show the dynamics of the query strategy scores as a function of the percentage of
labeled sample texts.

TABLE 2. Weighted average classification results for the OBESITY STATUS
dataset.

TABLE 3. Weighted average classification results for the OBESITY TYPES
dataset.

Second, the OBESITY STATUS and OBESITY TYPES
datasets contain much more numerical attributes (anthropo-
metric information) than the SMOKING STATUS dataset.
In this sense, it has been shown that BERT may not work
properly representing numbers, while regular expressions
allow representing complex sequential patterns, including
numerical attributes [18], [22], [23]. Third, the SMOKING
STATUS dataset presents temporal data and negations in the
texts, and regular expressions need more examples to abstract
the information.

Figure. 4 shows the average evolution of the CREGEX
query strategy scores, as a function of the number of training

TABLE 4. Weighted average classification results for the SMOKING
STATUS dataset.

examples, during the learning stage for all datasets.
We observe two phases: (i) an initial phase or transient state,
where scores are adjusted as training examples are selected,
and (ii) a stabilization phase or steady-state, where scores
have low variability. In this sense, the OBESITY STATUS
dataset’s scores settle down more rapidly, followed by the
OBESITY TYPES and SMOKING STATUS dataset.

We studied how the greedy (precision score) and conser-
vative (normalized SW score) terms in the query strategy
affect, jointly and independently, the AL process. Figure 5
shows the AL curves of CREGEX in four cases: AMB (only
the greedy component is used), DIV (only the conservative
component is used), CMB (both components are used and
weighted equally), and CLF (the proposed query strategy).
It can be observed that, for the three datasets and all cases,
using only the DIV component achieves a lower perfor-
mance as compared to the proposed query strategy CLF.
This effect is also observed in the area-under-the-learning-

TABLE 5. The average area under the learning curve results for CREGEX according to the convex combination function.
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TABLE 6. The average area under the learning curve results with the different query strategies.

FIGURE 5. These curves show the evolution of the CREGEX’s AL with different sample sizes and performance in terms
of ACC (%) and F1 (%) metrics.

curves results in Table 5 (p > 0.05). In most cases, except
for the SMOKING STATUS dataset, the performance of the
proposed query strategy is greater than or equal to the rest
of the components. In general, we observe that the pro-
posed query strategy for all datasets requires fewer train-
ing examples than the rest of the strategies for the same
performance.

Figure 6 shows the learning curves of the classifiers in
terms of number of training examples and performance

measured in terms of ACC (%) and F1 (%). It is possible to
observe that the performance of CREGEXwas better than the
rest of the classifiers in all cases. This can also be observed
in the area-under-the-learning-curve results shown in Table 6.
In all cases AL allowed to obtain a performance greater than
or equal to PL. In this sense, the proposed query strategy
allowed to obtain a better performance than the rest of the
query strategies. From Figure 6, we can also observe that in
most cases, except for NB-N1 in the OBESITY STATUS and
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FIGURE 6. These curves show the evolution of the classifiers’ AL with different sample sizes and performance in
terms of ACC (%) and F1 (%) metrics.

FIGURE 7. These curves show the evolution of the stopping criterion for AL curves of CREGEX as a
function of the number of training examples.

OBESITY TYPES datasets, the use of AL allowed to reduce
the number of training examples achieving the sameACC (%)
and F1 (%) value. We note that the use of AL in CREGEX
led to better results in all cases, especially in the case of the
OBESITY TYPES dataset.

Figure 7 shows an example of the stopping criterion used
in the AL version of CREGEX. We observe that the vari-
ance pattern of the query strategy scores (below) follows
the maximum value of a learning curve (above). Finally,
we study how the stopping criteria for the AL process affects
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TABLE 7. Results of the stopping criterion according to the variance
method applied to the scores of the classifiers’ query strategies.

all the classifier’s performance. Table 7 lists, for all the cases,
the average reduction in both the accuracy (1ACC ) and the
F1metric (1F1), concerning themaximumvalues achieved in
the learning curves (please refer to Figure 7). The Table also
lists the percentage of training examples (%X ) used to reach
the performance metrics. It can be observed that, in all cases,
the stopping criterion halted the AL training process using
between 32% and 80% of the total number of training exam-
ples. Note also that the performance metrics were reduced
at most a 7%. Note that, for the AL version of CREGEX,
the stopping criterion allowed to use only between 32% to
50% of the total number of training examples with a drop in
performance less than 2% concerning the maximum values.

V. CONCLUSION AND FUTURE WORK
In this work, we presented an AL-based biomedical text
classifier termed as CREGEX. The classifier models biomed-
ical texts automatically using regular expressions. The query
strategy samples the training dataset, trading off the greedy
learning achieved by the regular expressions classification
precision and the conservative learning induced by text
sequence alignment classification. The sustained reduction in
the variance of the query strategy scores is used as a stopping
criterion.

Results indicate that CREGEX classifier outperform tra-
ditional classification algorithms such as SVM and NB on
all metrics. Also, the AL version of the CREGEX per-
formed better than BERT on the OBESITY STATUS and
OBESITY TYPES datasets but was slightly outperformed
on the SMOKING STATUS dataset (p > 0.05). This is
explained by two facts. First, that the OBESITY STATUS and
OBESITY TYPES datasets contain much more numerical
attributes (anthropometric information) than the SMOKING
STATUS dataset. In this sense, it has been shown that BERT
may not work properly representing numbers, while regu-
lar expressions allow representing complex sequential pat-
terns, including numerical attributes [18], [22], [23]. Second,
the SMOKING STATUS dataset presents temporal data and
negations in the texts, and regular expressions need more
examples to abstract the information. However, we com-
ment that the complexity of the AL version of CREGEX is
smaller and requires only training texts and fewer parame-
ters in the model as compared to BERT. Recall that, BERT
must be trained on a large collection of documents using

BooksCorpus (800M words) and Wikipedia (2500M words)
and has 110M parameters [49].

Regarding the AL process, in all cases, the area under the
learning curves were larger than in the case of PL. Besides,
in most cases AL allowed to reduce the number of train-
ing examples needed to obtain the same performance in all
datasets as compared to PL. More precisely, the AL method
together with the stopping criterion in CREGEX allowed to
use, on average, between 32% to 50% of the total number
of training examples without significantly affecting the per-
formance of this classifier in terms of ACC (%) and F1 (%)
metrics.

As future work, we will improve CREGEX in terms of
the automatic generation and selection of regular expressions.
We will also study the ability of BERT or other pre-trained
language models to represent Spanish biomedical texts.
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