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ABSTRACT Many electrical equipment malfunction text messages are collected during power system
operation and maintenance procedures. These texts usually contain crucial information for maintenance
and condition monitoring. Because these power system malfunction texts are characterized by multidomain
vocabularies, complex-syntactic structures, and long sentences, it is challenging to for automated systems
to capture their semantic meaning and essential information. To address this issue, we propose a hybrid
natural language processing (hybrid-NLP) algorithm to extract entities that represent electrical equipment.
This algorithm is composed of a dictionary-based method, a language technology platform (LTP) tool, and
the bidirectional encoder representations from a transformers-conditional random field (BERT-CRF) model.
Significantly, the softmax output layer of the bidirectional encoder representations from the transformers
(BERT) model is replaced by the conditional random field (CRF) algorithm to strengthen the contextual
relationships between words and thus solve the local optimization of the preferred word label. The effective-
ness of the proposed hybrid-NLP method is verified on a realistic dataset. Moreover, a statistical analysis is
conducted to provide a reference for the operation and maintenance of power systems.

INDEX TERMS Electrical equipment malfunction text, natural language processing, entity extraction,
BERT-CRF model.

I. INTRODUCTION
A large amount of malfunction data is collected during power
system operation andmaintenance procedures [1]. These data
consist of semistructured and unstructured texts [2] that refer
to a large proportion of modern power system equipment [3]
and contain critical information highly relevant to power grid
safety and security. However, only a small number of these
texts can be utilized at present [4]. By applying natural lan-
guage processing (NLP) technology, these malfunction texts
can be analyzed effectively to obtainmore useful information,
such as the names of equipment and their corresponding
failure rates. Such information is vital for maintenance and
for monitoring the condition of power systems.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jiankang Zhang .

Named entity recognition (NER) is a core NLP technol-
ogy employed to identify entities such as persons, locations,
organizations, and dates in texts [5]. NER is the basis of
entity-relationship extraction [6], knowledge graphs [7], and
automatic question answering systems [8], which have been
widely applied in many other fields [9], [10]. Therefore,
NER is a potentially practical approach for mining critical
information from electrical facility malfunction texts.

However, the text of the power system maintenance field
is unstructured data, which has no definite form and lacks
machine-understandable semantics [4], consequently, trans-
forming it into structured data is necessary before further
mining. Furthermore, as power systems expand, some entity
types continue to grow, such as the number of lines and man-
ufacturers’ names [11], [12]. This introduces a demand for
vast text corpora and eventually results in problems extracting
entities limited by the effectiveness and scalability of these
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corpora. It is difficult to address this issue using a single NER
method. At present, no acceptable NER framework exists for
performing comprehensive entity extraction from electrical
equipment malfunction texts of due to the abovementioned
complexities [13].

Regarding different languages, it is necessary to consider
the text processing differences between Chinese and English.
A natural space always exists between words in English texts,
making it easy to segment words in English texts. However,
Chinese texts lack a natural separator and have complex
forms (entities consist of multiple characters), making named
entity recognition in Chinese texts more difficult [14], [15].
Furthermore, Chinese texts are annotated based on characters,
while English texts are annotated based on words [16]. Thus,
compared with English text, processing Chinese text is more
complex and challenging. Therefore, it is necessary to pro-
pose a practical NLP framework to extract entities from elec-
trical equipment malfunction text. In addition, mining useful
data and providing a useful reference for system operation
and maintenance is of critical importance. The abovemen-
tioned aspects form the motivation for our work.

This paper focuses on Chinese texts. According to the
characteristics of different equipment malfunction entity cat-
egories, a hybrid-NLP framework for various types of entity
extractions of electrical equipment malfunction information
is proposed to address the issues mentioned above. First,
a dictionary-based method is adopted to extract proper nouns
belonging to the electric power field, while a language tech-
nology platform (LTP) tool is employed to extract time enti-
ties. Specifically, we develop the BERT-CRF algorithm to
extract strongly extensible entities, including line names and
manufacturer names. Based on the entity extraction, we can
then perform statistical analyses to obtain prior knowledge
of malfunctions from historic maintenance records, allowing
more attention to be paid to equipment maintenance and the
components most prone to failure to prevent latent power
system faults in advance. The proposed method is suitable for
the analysis of malfunction texts in the electric power field.

The remainder of this paper is organized as follows.
Section II reviews the related works on Chinese NER.
Section III provides the definitions of malfunction entities
and the structure of the proposed entity extraction framework.
Section IV presents the preprocessing process for malfunc-
tion text data. Sections V and VI describe the extraction
processes for malfunction text entities. Finally, Section VII
presents the experiment and reports the results of the statisti-
cal analysis. Conclusions are drawn in Section VIII.

II. RELATED WORK
The NER method mainly involves approaches based on
rules, statistical machine learning, and deep learning [17].
For example, Sun et al. [19] applied a meta-character
template generalization slot-based syntax rule template
to extract critical factors of power systems, such as
equipment locations, involved ontologies, corresponding
indexes, and index values from nonstructured preplan texts.

In addition, Wang et al. [20] adopted a rule-based method
to perform NER for power equipment operation and main-
tenance. The rule-based method primarily adopted machine
learning models such as support vector machines as classi-
fiers to conduct text mining from power system defect logs,
such as power equipment crucial defect information. Finally
it constructed a knowledge graph based on the resulting
graph. Wang et al. [21] also applied a rule-based approach
that involved an ontology dictionary and a semantic frame-
work to extract defect components and attributes for further
research. The rule-based methods achieved good perfor-
mance for extracting specific entities; however, they are dif-
ficult to adapt to complex language texts due to their poor
generalizability [21].

Machine learning provides many effective solutions to
address this issue. Ji et al. [13] proposed a named entity
recognition algorithm that extracted power system entities
based on conditional random fields (CRF) and bidirectional
long short-term memory (BLSTM) models. The CRF model
achieved an accuracy of 83%, indicating that the it can iden-
tify power entities better than the BLSTMmodel. In addition,
Chen et al. [23] counted word frequencies in power system
text through the TF-IDF algorithm. By ranking the TF results,
they were able to extract critical TF height information. How-
ever, the above methods are trained through labeled datasets,
and the experimental results are highly dependent on the qual-
ity of the training dataset [23]. Moreover, the experimental
performance is also impacted by different text features, and
the universality and accuracy of the algorithm need to be
improved [24].

To address this issue, deep-learning-based methods were
introduced. Xie et al. [26] proposed a deep learning algo-
rithm based on an RNN-LSTM model for performing NER
on fault inspection report records to extract defect category
entities. The experiment verified the excellent performance of
the RNN-LSTM model. Investigating similar deep learning
approaches, Wei et al. [27] proposed a deep BP neural net-
work matching model that could extract target objects from
operating instructions with an accuracy of 95%. Furthermore,
Jin et al. [28] introduced an attention mechanism into the
LSTMmodel, whose corresponding accuracy rate, recall rate
and F1-value were 93.71%, 92.46%, 93.08% on Chinese
NER. Based on the attention mechanism, Google developed
a new network model, i.e., bidirectional encoder representa-
tions from transformers (BERT), which has achieved good
performances onNER tasks [28]. Subsequently, Yu et al. [29]
used the BERT model to extract entity relationships and
conducted experiments on public data sets that achieved good
results. Such deep learning-based methods are more widely
applicable because appropriate models can be obtained by
merely retraining on a new dataset to address new tasks. How-
ever, the deep learningmethods have high computer hardware
requirements when applied to large datasets, resulting in high
training costs.

NER has achieved remarkable performances in various
fields. Indeed, it has been verified to be a possible way
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to extract critical entity information related to equipment
defects from electrical equipment malfunction texts. How-
ever, power system defect text consists of unstructured data
that must first be converted into structured data. The expan-
sion of entities in the power field also introduces diffi-
culties to entity extraction. Finally, Chinese text is more
complex and challenging for processing methods compared
with English text. At present, Chinese NER is still in its
infancy in electricity applications, and a complete process
for addressing malfunction texts in this field is lacking. This
paper focuses on the abovementioned issues, proposes an
effective method for mining power system defect text, and
provides a reference for effective power system operation and
maintenance.

III. ENTITY EXTRACTION FRAMEWORK FOR ELECTRICAL
EQUIPMENT MALFUNCTION AND DEFECT TEXT
A. ENTITY DEFINITION OF ELECTRICAL EQUIPMENT
MALFUNCTION AND DEFECT TEXT
By analyzing electrical equipment malfunction and defect
texts provided by a power grid company and referring
to the Evaluation Criteria for the Reliability of Power
Transmission and Transformation Facilities [30], we classi-
fied texts containing electrical equipment malfunction and
defects into 8 types of entities: equipment name, component
name, malfunction type, voltage level, production/operation
time, malfunction level, line names and manufacturer
names.

Then, we further grouped the entities into three cate-
gories to process similar catalogs of entities using the same
approach. Specifically, Class I entities represent proper nouns
in the electric power field, including equipment name, com-
ponent name, malfunction type, malfunction level, voltage
level, and limited entity types. For instance, the malfunction
level also has limited catalogs (i.e., emergency defects and
significant defects). For proper nouns, a dictionary-based
approach for entity extraction is efficient and straightforward.

Similarly, production time and operational time both
belong to time entities; therefore, they are classified into
Class II entities that can be processed appropriately by the
LTP tool.

Class III entities are strongly extensible and include line
and manufacturer names. As the power grid expands and
only the fittest companies survive, equipment line names and
manufacturer names cover an increasing range, making it
impossible to use a dictionary matching method to represent
all the line and manufacturer names. Therefore, the extrac-
tion of line names and manufacturer names is the focus of
this paper. We propose a BERT-CRF model to solve this
issue.

B. ELECTRICAL EQUIPMENT MALFUNCTION TEXT ENTITY
EXTRACTION FRAMEWORK
According to the entity classification system mentioned
above, the proposed hybrid-NLP method framework for the

FIGURE 1. The entity extraction framework.

FIGURE 2. Example terms from the power field.

entity extraction of electrical equipment malfunction text is
illustrated in Fig. 1. First, preprocessing operations such as
word segmentation are performed on the text data; then,
the entities are extracted using the dictionary, LTP tool, and
BERT-CRFmodel. The hybrid algorithm executes these three
algorithms in parallel and combines their results. It can auto-
matically extract entity A for Class I, entity B for Class II,
and entity C for Class III.

IV. TEXT DATA PREPROCESSING OF ELECTRICAL
EQUIPMENT MALFUNCTION AND DEFECT INFORMATION
A. WORD SEGMENTATION OF ELECTRICAL EQUIPMENT
MALFUNCTION AND DEFECT TEXT
Data preprocessing is a critical aspect of entity extraction.
An LTP-customized dictionary approach is proposed to seg-
ment electrical equipmentmalfunction and defect texts. Some
terms in the dictionary are depicted in Fig. 2.

For the sentence ‘‘ 10kV
(The distribution oper-

ation and maintenance team has detected obvious dam-
age to the European-type prefabricated substation on
the 10 kV Longling line)’’, the results obtained by
LTP-based word segmentation and the results of the
LTP-customized dictionary word segmentation are shown
in Fig. 3.

By comparing the above results of LTP-based word
segmentation and LTP-customized dictionary word segmen-
tation, it is apparent that after the LTP-customized dic-
tionary word segmentation, ‘‘ ’’ (European-type
prefabricated substation)’’ is correctly segmented. That is,
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FIGURE 3. Results of LTP word segmentation and word segmentation
after the introduction of a customized dictionary.

the customized dictionary word segmentation results are a
significant improvement, which helps ensure the reliability
of subsequent tasks.

B. STANDARDIZATION OF ELECTRICAL EQUIPMENT
MALFUNCTIONS AND DEFECT TEXT
Due to the irregularity of records, electrical equipment mal-
function and defect texts may contain symbols such as ‘‘%’’,
‘‘&’’, and so forth. Because some special symbols do not
express useful information, they are included in a stop word
list. Stop words are removed to standardize the texts [31].
Note that symbols with specific meanings do not appear in
the stop word list.

The text standardization steps are formulated as follows:
Step 1: Import the segmented electrical equipment mal-

function and defect text and create a new data file to store
the standardized text.
Step 2: Traverse each word in the current text, determine

whether the word contains special symbols in the stop list,
and if so, remove them.
Step 3: Store the words composed of Chinese characters in

the data file.
For instance, we take the ‘‘ 10kV

(The distribution, opera-
tion, and maintenance team $# has detected obvious damage
to @ transformer on the 10kV Chanan line)’’ as an example.
According to the above procedure, some standardized results
are shown in Fig. 4.

The special symbols $, #, and @ have been removed from
the text after standardization. Note that the processed text is
more concise, which is conducive to improving the accuracy
and effectiveness of entity extraction.

V. EXTRACTING ENTITY CLASSES I AND II FROM
EQUIPMENT MALFUNCTION TEXTS
After word segmentation and standardization of electrical
equipment malfunction and defect text, entity extraction is
conducted as follows.

A. CLASS I DICTIONARY-BASED ENTITY EXTRACTION
For Class I entities, a dictionary-based method is proposed
for entity extraction. The specific algorithmic procedure is
illustrated in Fig. 5.

Five entity types are first stored in the dictionary. Each
entity category has a corresponding dictionary with a cate-
gory label. For each preprocessed electrical equipment mal-
function and defect text, the words in each dictionary are

FIGURE 4. Standardized results from the example text.

FIGURE 5. The dictionary-based entity extraction process.

traversed in turn to determine whether the word appears in
the text record. When a matching word is found, the category
of the word in the text is determined by the category in
the dictionary to which the word belongs. This process is
conducted iteratively. After traversing all the dictionaries,
the five types of Class I entities in the electrical equipment
malfunction and defect texts will have been extracted.

B. CLASS II LTP-BASED ENTITY EXTRACTION
Note that Class II entities are time entities. The LTP tool is
employed to address this issue because it has been verified
to achieve good extraction of such entities. The specific pro-
cessing procedure is presented in Fig. 6.

First, word segmentation of each electrical equipment mal-
function and defect text is conducted by LTP to perform part
of speech (POS) tagging for eachword. This process traverses
all the words and tags them with their part of speech. On one
hand, if the word is a time noun, the next word is also
evaluated to determine whether it is a time noun. This process
is conducted iteratively until a word that is not a time noun
appears; then, all the time nouns are connected to form a time
entity. Otherwise, the operation is repeated until all the texts
have been traversed.

VI. CLASS III ENTITY EXTRACTION FROM EQUIPMENT
MALFUNCTION AND DEFECT TEXT
Because the number of Class III entities is updated continu-
ously and cannot be extracted using the preceding methods,
this paper employs a BERTmodel as the backbone and further
proposes a BERT-CRF model to extract such entities.
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FIGURE 6. Tool-based time entity extraction.

FIGURE 7. Structure of the BERT model.

A. WORD VECTOR REPRESENTATION BASED ON BERT
The transformer model [32] is a new architecture for a text
sequence network, and BERT is a multilayer bidirectional
transformer encoder based on fine-tuning. The structure of
the BERT model is demonstrated in Fig. 7.

In Fig. 7, Y1,Y2 · · · YN are the model outputs. For the entity
extraction task, these outputs are a label corresponding to
each character. The TrmE items represent the transformer
encoder structure, which is the core part of the BERT model.
In addition, X1,X2 · · ·XN represent the model inputs, which
include token, segment, and position. For instance, the input
representations of ‘‘ (equipment)’’ and ‘‘ (switch)’’
are shown in Fig. 8.

In more detail, the character [CLS] denotes the start mark
of the input information, while [SEP] is the end mark. On this
basis, the three mentioned components are introduced as
follows. First, the Token is the text input sequence, while
the Segment is regarded as clause information, in which EA
represents the first sentence (denoted by ‘‘1’’) and EB is
the second sentence (denoted by ‘‘0’’). Furthermore, Position
is positional information that represents the index position of
each input character.

Note that the BERT model has 12 layers of the TrmE
network, and each layer of the TrmE network is composed

FIGURE 8. Structure of BERT model input.

FIGURE 9. CRF sequence probability calculation.

of 6 encoder layers. In detail, encoder layer consists of a
self-attention mechanism and a feed-forward neural network.
Compared with traditional methods of expressing word vec-
tors, the word vector obtained based on self-attention bet-
ter reflects the textual meaning. The BERT model based
on self-attention uses a multihead attention mechanism; the
number of heads is set to 12 in this paper.

B. CLASS III ENTITY EXTRACTION BASED ON THE
BERT-CRF METHOD
The conventional BERT model further extracts word vector
features based on acquiring the value of the sequence word
vector labels. On this basis, it also selects the label corre-
sponding to the maximum value of each word through the
softmax layer to complete the word vector feature classifi-
cation. However, during the classification, the BERT model
considers only local information; thus, it is prone to fall into
a local optimum. However, both the word and its label have
contextual relationships with neighboring words. Regarding
this issue, CRF was developed to consider the context of the
sequence information by selecting the globally optimal label
to complete word vector classification.

A comparison of the BERT and CRF calculation sequence
labeling processes is shown in Fig. 9. In this study, the BIO
marking method is adopted, where ‘‘B’’ represents the begin-
ning character of the entity. In addition, ‘‘I’’ denotes an
internal character, which means that the character is part of
the entity but not at the starting position. In addition, ‘‘O’’
denotes out, which means that the character does not belong
to the entity to be extracted.
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The three characters (a, b, and c) shown in Fig. 9 are the
label sequences to be recognized. The three characters corre-
spond to the values of the three labels ‘‘B’’, ‘‘I’’ and ‘‘O’’,
respectively; thus, the actual label of a, b, and c sequence
is ‘‘BIO’’. When calculating the label sequence with BERT,
each character is assigned the label with the highest value,
that is, the predicted label of sequence a, b, and c is ‘‘BBO’’,
which is inconsistent with the actual situation.

It can be observed that the BERT model selects only the
label with the highest value for each character, which results
in an error when predicting the label of the sequence. In con-
trast, CRF considers the total value of the entire sequence
C(y1, · · · ym), including the starting value, transfer value, and
character value. The CRF calculation formula is

C(y1, · · · ym) = b(y1)+
m∑
t=1

st (yt )+
m−1∑
t=1

T (yt , yt+1)+e(ym),

(1)

where b(y1) and e(ym) are the values of the initial state and the
end state, respectively. In addition, st (yt ) is the value when the
label is yt , and T (yt , yt+1) is the value of the label when the
yt state is transferred to the yt+1 state.
As shown in Fig. 11, for the sequence a, b and c, the label

‘‘BBO’’ has a value of 1+10+2+4−2+11+1 = 27, while
the label ‘‘BIO’’ has a value of 1+10+4+3+2+11+1 =
32. On this basis, CRF enumerates all the possible sequences
and selects the label sequence with the highest value based on
the maximum tag sequence probability. The label sequence
probability is

P(y|w) = eCi
/

n∑
i=0

eCi , (2)

where w is the input character sequence and y is the output
label sequence. Ci is the value of each sequence, and n is
the number of all possible sequence labels. Considering both
methods, a combination of BERT andCRF can solve the issue
correctly.

In this study, we employ a CRF model to replace the soft-
max output layer of the BERT model to extract two types of
entities (line names and manufacturer names) from electrical
equipment malfunction defect text, as illustrated in Fig. 10.

The BERT-CRF model first converts the input electrical
equipment malfunction and defect text into the standard pro-
cessing format for the BERT model to obtain the Token, Seg-
ment, and Position information for each character. Then, each
layer of the encoder network transfers the learned features to
the next layer of the Encoder to learn the information. The
final feature information is input to the CRFmodel iteratively.
Finally, the CRF model calculates the sequence label with
the maximum probability based on the feature information
to obtain a label corresponding to each character.

When the BERT-CRF model is used to extract the two
types of entities (i.e., line and manufacturer names), it is first
necessary to manually label electrical equipment malfunc-
tion and defect texts to provide the label corresponding to

FIGURE 10. Structure of the BERT-CRF-based Class III entity extraction
algorithm.

each character. Then, by learning the features in the text,
BERT-CRF can predicts the label for each character and
identify line and manufacturer names in unseen electrical
equipment malfunction and defect texts. A simple labeling
example is shown in Fig. 11.

In Fig. 11, the line name is represented by LINE, and the
manufacturer name is represented by ORG. In detail, the two
entities ‘‘ (Honglu line)’’ and ‘‘
(A transformer factory)’’ to be extracted are marked as
‘‘ B-LINE I-LINE I-LINE ’’and ‘‘ B-ORG I-
ORG I-ORG I-ORG I-ORG I- ORG’’, and the
remaining nonentities are denoted by ‘‘O’’.

By training using these labeled texts, BERT-CRF learns the
text features and finds the labeling rules for each character.
Then, the labels corresponding to each character are predicted
from the test text based on the learned labeling rules. Finally,
the entity labels are extracted from all the labels and com-
pared with the labeling situation.

VII. SIMULATION AND RESULTS ANALYSIS
A. EXPERIMENTAL PARAMETER CONFIGURATION AND
EVALUATION INDICATORS
In this study, 2,000 electrical equipment malfunction and
defect text records are selected to test the entity extraction
results. To test the line and manufacturer name extraction,
we used 1,600 text records as the training set for the model
to learn text features and used 400 as the test set to test the
model performance.

The extracted entities are grouped into correct entities TP,
lost entities TN and incorrect entities FN, where TP denotes
the entities correctly identified by the algorithm, TN denotes
entities unrecognized by the algorithm, and FN denotes enti-
ties incorrectly identified by the algorithm. On this basis,

VOLUME 9, 2021 40221



Z. Kong et al.: Entity Extraction of Electrical Equipment Malfunction Text by Hybrid NLP Algorithm

FIGURE 11. Entity tag.

three indexes of entity extraction involving accuracy rate P,
recall rate R, and F1-value can defined as follows.

P = TP/
TP+ TN × 100%, (3)

R = TP/
TP+ FN × 100%, (4)

F1 = 2P · R/
P+ R× 100%. (5)

The entity extraction performance is analyzed by com-
prehensively considering the scores of the above three
indicators.

The proposed BERT-CRF mode uses Adam for algorithm
optimization. The Python language is used for programming,
and the algorithm is implemented on the TensorFlow frame-
work. The initial learning rate is η = 5e− 5, the dropout rate
is 0.1, and the sizes of the training and test batches are 32 and
8, respectively. In addition, the number of multihead atten-
tion tasks in the BERT model is 12. The text feature vector
dimension is 768, and the number of fully connected layers
connected to the CRF is 7. The specific model parameters are
listed in TABLE 1.

B. ANALYSIS OF THE EXPERIMENTAL RESULTS OF THE
EXTRACTION ALGORITHM FOR CLASS III ENTITIES
The BERT-CRF algorithm for Class III entity extraction pro-
cess is divided into word vector representation and feature
classification. The results of these two aspects are analyzed
in the following subsections.

1) ANALYSIS OF TEXT VECTORIZATION RESULTS
The most critical step in the text processing task is text
vectorization. The quality of the downstream tasks is gener-
ally determined by the word vectors obtained by the BERT
model training text. Word vectors represent the semantic
meaning contained in the text and can be evaluated with
semantic-related tasks. In this paper, a word similarity task
is applied to calculate the similarity between two words. The
similarity score is used as a measurement indicator whose
calculation formula is

similarity = cos θ =
A · B
‖A‖ ‖B‖

=

[
n∑
i=1

Ai · Bi

]/√√√√ n∑
i=1

(Ai)2 ·

√√√√ n∑
i=1

(Bi)2

,
(6)

TABLE 1. Model parameters.

TABLE 2. Word similarity.

where A and B are two-word vectors obtained by NLP model
training, n is the word vector dimension, and Ai and Bi are the
values corresponding to each dimension.

The line names ‘‘ (Chanan line)’’ and ‘‘
(Chabei line)’’ as well as the manufacturer names
‘‘ (Manufacturer A)’’ and ‘‘ (Man-
ufacturer B)’’ are used to test the similarity and analyze
the performance of the BERT-CRF model for extracting the
electrical equipment malfunction text features. In particular,
the manufacturer name that appears in this paper refers to
the name of the specific manufacturer but with significant
differences. The cross-validation experimental results are
listed in TABLE 2.

TABLE 2 shows that the similarity between ‘‘
(Chanan line)’’ and ‘‘ (Chabei line)’’ reaches 0.98,
indicating that the line names are highly correlated and are
likely to refer to the same line. Furthermore, the similar-
ity between the manufacturer names ‘‘ (Manu-
facturer A)’’ and ‘‘ (Manufacturer B)’’ is 0.92.
However, the similarity between the line names and the man-
ufacturer names is below 0.8, indicating a weaker correlation
between these two entities. The experimental results show
high similarity between entity words in the same category and
low similarity between entity words in different categories.
These results are consistent with the actual situation and
indicates that the BERT model is effective.

2) ANALYSIS OF THE CLASS III ENTITY RECOGNITION
RESULTS
Based on the BERT model, this paper replaces the softmax
output layer of the original BERT model with a machine
learning model, CRF, and proposes the combined BERT-CRF
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TABLE 3. Comparison of experimental results.

model to extract two types of entities (line names and man-
ufacturer names) from texts containing electrical equipment
malfunction descriptions. To verify the effectiveness of this
method, we compare the results obtained by the CRF, BERT,
and BERT-CRF methods. The experimental results of these
three models are listed in TABLE 3.

Compared with the CRF model and the BERT model,
the BERT-CRF model improves the experimental results for
both line names and manufacturer names to a certain extent.
Specifically, the F1-value of the BERT-CRF model for line
name recognition reaches 95.26%, 3.06% higher than that of
the CRF model, and 0.35% higher than that of the BERT
model. In addition, the F1-value for manufacturer name
recognition can be as high as 94.46%, which is 4.66% higher
than that of the CRF model and 0.55% higher than that of
the BERT model. The experimental results show that the
BERT-CRF model proposed in this paper effectively extracts
line names and manufacturer names from electrical equip-
ment malfunction and defect texts. In addition, CRF, BERT,
and BERT-CRF all achieve better results (accuracy rate, recall
rate, and F1-value) when recognizing line names than when
recognizing manufacturer names. Specifically, for the CRF
model, the accuracy rate, recall rate, and F1-value of line
name recognition are 2.82%, 1.99%, and 2.40% higher than
the respective values for manufacturer name recognition (for
the BERT model, they are 1.11%, 0.82%, and 0.98% higher,
respectively, and for the BERT-CRF model, they are 0.79%,
0.80%, and 0.80% higher, respectively). By analyzing the
electrical equipment malfunction and defect texts, we found
that the text characteristics of line names are more evident
than those of the manufacturer names. Therefore, the model
is more likely to learn the line name characteristics, making
the line name recognition effect is better than that for manu-
facturer names.

3) ANALYSIS OF ENTITY EXTRACTION RESULTS
By analyzing the electrical equipment malfunction and defect
texts and the characteristics of various entities, this paper
proposes three methods based on dictionaries, LTP tools,
and BERT-CRF models to extract entities with different
characteristics. The dictionary-based method extracts five
types of entities: equipment name, component name, mal-
function type, malfunction level, and voltage level. The LTP

FIGURE 12. Electrical equipment malfunction and defect text records.

TABLE 4. Entity results extracted from the sample text.

TABLE 5. Extraction results for eight types of entities.

tool-based method extracts time entities, and the BERT-CRF
model extracts two types of entities: line names and man-
ufacturer names. Taking the record of electrical equipment
malfunction and defect texts shown in Fig. 12 as an example,
the results of the 8 types of entities extracted by these three
methods from the text records are shown in TABLE 4. The
runtime performances of the three employed methods are
listed in TABLE 5.

The dictionary-based entity extraction achieves a good
extraction result because of the small vocabulary. The accu-
racy rate, recall rate, and F1-value for the five types of
extracted entities (equipment name, component name, mal-
function type, malfunction level, and voltage level) all
reached 100%. In addition, subsequent expansion of this
method is straightforward because terms can be directly
added to the dictionary. LTP is a mature time entity extrac-
tion tool that achieves excellent performance. For electrical
equipment malfunction and defect texts, the accuracy rate,
recall rate, and F1-value of time entity extraction can be as
high as 99.91%, 97.84%, and 98.86%, respectively, indicating
that the tool is appropriate for this application.

Specifically, the proposed BERT-CRFmodel combines the
advantages of the BERT and CRF models. The accuracy

VOLUME 9, 2021 40223



Z. Kong et al.: Entity Extraction of Electrical Equipment Malfunction Text by Hybrid NLP Algorithm

FIGURE 13. Frequency diagram of electrical equipment malfunction.

rate, recall rate, and F1-value for the line name entity extrac-
tion are 95.64%, 94.88%, and 95.26%, respectively. For
manufacturer names, these metrics are 94.85%, 94.08%, and
94.46%, respectively. Compared with the CRF algorithm
or BERT algorithm alone, the BERT-CRF model achieves
comprehensive improvements in accuracy, recall rate, and
F1-value, as discussed in TABLE 3, and could meet the use
requirements.

In general, the cascaded entity extraction method designed
in this paper is sufficient to enable the processing of elec-
trical equipment malfunction texts and provides an automate
extraction solution to solve the problems caused by various
entity categories and large feature differences.

C. STATISTICAL ANALYSIS OF ELECTRICAL EQUIPMENT
MALFUNCTIONS AND DEFECTS
Based on the entity extraction results, we further analyzed
the causes of electrical equipment malfunctions to provide
prior knowledge for electrical equipment operation andmain-
tenance.

1) EQUIPMENT NAME
First, among the wide varieties of equipment, we investigated
the most vulnerable equipment. The experimental results are
shown in Fig. 13.

Figure 13 shows that ‘‘ (distribution trans-
former)’’, ‘‘ (low-voltage transformer area)’’ and
‘‘ (the pole disconnecting switch)’’ are the
equipment types most prone to breakdowns.

2) COMPONENT NAME
The malfunction frequencies of various components are
illustrated in Fig. 14. It can be observed that electrical
equipment components associated with ‘‘ (ontology)’’,
‘‘ (linker)’’, ‘‘ (traverse)’’ and ‘‘ (framework)’’
are more prone to failure.

3) MANUFACTURER NAMES
Malfunctions of power equipment and components are
closely related to families of defects. If the electrical equip-
ment and components are not up to standard when produced,
they will often fail after being deployed. Fig. 15 shows
the manufacturers whose equipment is most prone to mal-
function. The results show that equipment produced by

FIGURE 14. Component malfunction frequency diagram.

FIGURE 15. Frequencies of equipment malfunctions from specific
manufacturers.

‘‘ (Manufacturer D)’’ and ‘‘ (Manu-
facturer E)’’ is the most vulnerable to malfunctions. However,
all the electrical equipment and components show a low and
acceptable malfunction rate.

4) MALFUNCTION TYPES
Various factors can cause equipment malfunctions during
operation. The causes of malfunctions can generally be
grouped into 7 categories. As shown in Fig. 16, nearly half
of equipment malfunctions are the result of aging equip-
ment (i.e., (equipment aging)); indicating that
timely equipment replacement is essential. External influ-
ences are the second-largest factor. Equipment malfunctions
are inseparable from the local geographical environment and
temperature. We found that equipment associated with the
‘‘ (Longshan line)’’, ‘‘ (Shuangjiang line)’’,
and ‘‘ (Shihu line)’’ are most prone to malfunctions.

5) RELATIONSHIP BETWEEN SERVICE TIME AND
MALFUNCTION FREQUENCY
At the initial stage of an operation, problems may appear
in each component that can lead to further equipment mal-
function. The equipment gradually becomes stable after a
run-in period, except for occasional malfunctions that occur
due to weather conditions, human operations, etc. As the ser-
vice time increases, the number of equipment malfunctions
induced by aging will also increase, as shown in Fig. 17.
It is important to emphasize that the time scale covered by
the dataset used in this study does not include the depletion
period. During the first 3 years of operation, the frequency
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FIGURE 16. Formation of malfunction types.

FIGURE 17. Relationship between service time and malfunction
frequency.

of equipment malfunctions is high. Nevertheless, as time
increases, the frequency of malfunctions tends to stabilize.

VIII. CONCLUSION
In this paper, we proposed a hybrid NLP algorithm to per-
form named entity extraction from electrical equipment mal-
function texts; then, we evaluated malfunction texts based
on entity extraction. First, word segmentation and standard-
ization were applied to electrical equipment malfunction
and defect texts. Then, three types of entities with differ-
ent features were extracted using dictionary-based matching,
the LTP tool, and the proposed BERT-CRF model. In par-
ticular, this paper concentrates on the extraction process for
line and manufacturer names. The F1-values for the two
types of entities reached 95.26% and 94.46%, respectively.
In addition, the F1-value for the line and manufacturer names
obtained by the proposed combined BERT-CRF model rep-
resented increases of 3.06% and 4.66% over the CRF model
alone and increases of 0.35% and 0.55% over the BERT
model alone. In addition, the experimental results show that
the cascaded entity extraction method designed in this paper
achieves good performance on electrical equipment malfunc-
tion texts. It also provides some reference results that can be
useful for the operation and maintenance of power facilities.
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