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ABSTRACT Knowledge bases (KB), such as Probase and ConceptNet, play an important role in many
natural language processing tasks. Compared with resource-poor languages such as Chinese, the scale and
quality of English knowledge bases are obviously superior. To expand Chinese KBs by using English KB
resources, translating English KBs into Chinese is an effective way. In this direction, two major challenges
are how to model more structure semantics to improve translation quality and how to avoid labor-intensive
feature engineering. We address these challenges by presenting a neural network approach, which learns
tree representation by different structure features. We also build a new dataset for English-Chinese KB
translation from Probase and ConceptNet, and compare our proposed approach with several baselines on
it. Experimental results show that the proposed method improves the translation accuracy compared with
baseline methods. Meanwhile, we translate Probase and ConceptNet into Zh-Probase and Zh-ConceptNet
by our proposed model, and release them to the public, in hope of speeding up the research in Chinese natural
language processing tasks.

INDEX TERMS Knowledge base construction, machine translation, named entity disambiguation, natural
language processing, representation learning, word sense disambiguation, neural networks.

I. INTRODUCTION
Knowledge bases like ConceptNet [1] and Probase [2] have
always been playing the central role in artificial intelli-
gence. ConceptNet, a well-known commonsense knowledge
base, has been successfully leveraged in many applications,
such as commonsense reasoning [1], query expansion [3],
word embedding improving [4], and sentiment analysis [5].
Probase, a well-known taxonomic knowledge base, has been
successfully leveraged in many applications, such as taxon-
omy keyword search [6], semantic web search [7], short text
understanding [8], and understanding web tables [7]. How-
ever, most of these important knowledge bases are in English,
not in other languages, such as Chinese. For example, in Con-
ceptNet, there are 2.9 million edges containing both English
concepts while only 0.4 million edges containing both
Chinese concepts.1 Besides, Probase is an English-only
knowledge base consisting of 13,949,064 ‘‘IsA’’ pairs. There-
fore, alleviating this language resource imbalance is valu-
able and urgent for non-English researchers community, like
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1These statistics come from ConceptNet 5.6.

Chinese, Spanish or Hindi, especially for a large amount of
Chinese researchers.

One way to deal with the resource imbalance problem
is to acquire these resources from scratch, but it faces the
following problems: first, it takes great human effort to build
an equivalent number of Chinese ConceptNet, which is a
cost of money and time that most researchers cannot afford.
Second, although some Chinese taxonomic knowledge bases,
such as CN-Probase [9] and zhishi.me [10], have been built,
they still suffer two serious problems: first, because their
data sources come from online encyclopedias, their concepts
are not as numerous and broad as those in Probase, shown
in Table 4, which is the basis for some explicit topic model
applications [8]. Second, they have no probabilistic charac-
teristic, which is crucial in some applications [8], [11].

Another straightforward way to deal with the resource
imbalance problem is through translation.We can use the out-
of-the-box translator to directly translate these knowledge
bases, but this method has the problem of word sense dis-
ambiguation and named entity disambiguation. For example,
the word ‘‘plant’’ can mean ‘‘ (a factory)’’, ‘‘ (a
living thing that grows in the earth like flowers)’’, ‘‘
(machine or device)’’, and ‘‘ (something planted
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FIGURE 1. A data example existing in Probase.

secretly for discovery by another)’’. The word ‘‘apple’’ can
mean ‘‘ (a kind of fruit)’’ and ‘‘ (the phone
company)’’. The triple (apple, IsA, plant) in Probase can
totally have 8 different Chinese translation results because
of the word sense ambiguity and named entity ambiguity.
Ambiguity problem is common in knowledge bases, such as
Freebase [12], where more than half of translations (from
English to Chinese) are ambiguous, shown in the prelimi-
nary statistical analysis [13]. To handle the disambiguation
problem, an adaptive neural network is adopted to translate
English knowledge bases into Chinese, which maps both
English triples and Chinese triples in the same semantic space
and chooses the nearest Chinese triple as the translation result
for each English triple [13]. However, this neural network
can only capture the semantic of the triple structure rather
than some more complex structures, such as trees or graphs.
Meanwhile, we need to avoid doing labor-intensive work,
such as feature engineering, to get Chinese knowledge bases.

Therefore, we propose a neural network that can capture
the semantic of tree structure and translate the entire tree
structure at once. Specifically, we cluster the triples in the
knowledge base into trees, enumerate all the candidate trees,
as shown in Fig. 1, then use the designed neural network
to score each candidate tree, and get the tree with the high-
est score as the final translation result. The neural network
integrates the features of mention, context, coherence, and
relation to score each candidate tree.

We evaluate the effectiveness of our method on a manually
created dataset. Empirical results show that the proposed
method consistently outperforms baseline methods and the
state-of-the-art method. We also show the effectiveness of
the combined features in our model. Based on this neural
network, we translate Probase and ConceptNet to Zh-Probase
and Zh-ConceptNet, respectively, and show their coverage
and accuracy are both satisfactory. The main contributions of
this work are as follows:
• We are the first to model knowledge base translation as
scoring on source and candidate trees and we present
a novel neural model that effectively captures the tree
structure semantic between source tree and candidate
tree during translation.

• We have done a lot of experiments to study the influence
of different settings on the acquisition of structural tree
information by the neural network, such as the number
of child nodes, various feature combinationmethods and
final feature fusion methods.

• We build a dataset to evaluate the translation and present
the superior performance of our method over the state-
of-the-art method, improving accuracy by 3.1%.

• Furthermore, we use the designed neural network to
translate Probase and ConceptNet into Zh-Probase2

and Zh-ConceptNet,3 and their coverage and accuracy
are both satisfactory. Zh-ConceptNet is the first large
Chinese commonsense knowledge base with 2 million
triples.

In the next three sections, we list some highlights and
present and formulate the focal problem, then present the
design of our proposed framework and experimental results,
discuss related work, and conclude with a discussion and
future directions.

II. PROBLEM FORMULATION
Most knowledge bases, such as Probase and ConceptNet, are
composed of triples, each of which is a fact consisting of two
arguments and one relation, and these triples can be clustered
into trees, where all triples inside share one argument. Here,
we only consider the tree of depth 1. We denote the tree
structure by X = (Arg1,Arg21, . . . ,Arg2n, rel), where rel
is the relation between the root node Arg1 and these child
nodes Arg2i, i = 1, 2, . . . , n. Each node is a word or short
text written in language L1(e.g. English). Our task is to find
the corresponding tree E = (Arg′1,Arg

′

21, . . . ,Arg
′

2n, rel) in
language L2(e.g. Chinese) so that each item in E correctly
disambiguates the surface form of each item of X .
The result of this task depends on the quality of word

sense and named entity disambiguation. Traditional named
entity disambiguation or word sense disambiguation is usu-
ally formulated by defining a scoring function S(x, e), which
indicates how relevant between surface form mention x and
target word sense or entity e. Such techniques consider each
item independently, but, in our case, they ignore the interac-
tions between siblings and the relation in the tree structure.
To capture more structural information in the tree, we define
another scoring function for this task as follow:

Ê = argmax
E∈GEN (X )

S(X ,E), (1)

where GEN (X ) denotes the set of all candidate trees, and the
function measures the overall correlation score between the
whole source tree and the candidate tree.

III. APPROACH
In this section, we describe our framework for knowledge
base translation, as shown in Fig. 2. Specifically, we first gen-
erate the Chinese word senses and entities for each argument
in these triples using existing translators and the heuristic
extraction result from Wikipedia. Next, we cluster the triples
in the knowledge base to build source trees and construct
the candidate trees for each source tree. Then we use the

2https://dx.doi.org/10.21227/0wq5-6v48
3https://dx.doi.org/10.21227/mbz1-xj52
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FIGURE 2. Overview of our proposed framework.

proposed neural network to score each candidate tree, and
the candidate tree with the highest score will be chosen as
the final translation result.

A. CANDIDATE LEXICON GENERATION
We first try to get all Chinese word senses and entities
for each argument in the triples. For Chinese word sense
generation, because there is no existing Chinese word sense
lexicon, we intuitively use the Youdao4 translator to obtain
the Chinese word senses. However, it is hard for these entity
words since translators may mistake these English entity
words for common words and return the unwanted literal
translations. For example, the movie name ‘‘Onward’’ is
translated into ‘‘ ’’, which means forth or forward, rather
than its correct Chinese entity meaning ‘‘�1/2 �’’,
which literally means half of the magic. Therefore, to sup-
plement more Chinese entity meanings, we use the heuris-
tic extraction method by designing 3 regular patterns to
extract the Chinese entities from Chinese Wikipedia. For
example, from the sentence in Wikipedia ‘‘�1/2 �

( Onward) 2020 3D
’’, we design the pattern ‘‘(.*)( .*)(.*)’’ to

extract the Chinese entity ‘‘�1/2 �’’ for the English
mention ‘‘Onward’’.

B. CANDIDATE TREES GENERATION
We group triples with the same Arg1 and the same relation rel
into a tree of depth 1. However, in Probase, a tree can have
thousands of children, just as a tree rooted in the argument
‘‘movie’’ can havemore than 6,000 children, which can result
in an explosive number of candidate trees. We set the number
of children C = 4, because the statistical result shows that if
it is greater than 4, it can at most have over 10,000 candidate
trees for some source trees, which is a big computational cost,
and if it is less than 4, it will be more difficult to capture

4http://dict.youdao.com/w/

the tree structure semantic than when it is 4, see section IV.
Besides, we try to divide each tree into small trees also for
another two reasons: one reason is to disambiguate the root by
making the root of the tree have only one meaning with these
children, the other reason is to provide some closer context
for each child node in a small tree. Hopefully, after clustering,
the root of the tree has only one meaning and the meanings
of these children are close.

In detail, the hierarchical agglomerative clustering (HAC)
algorithm is used to cluster the child nodes by choosing these
close nodes. The number of clusters is determined by the
number of root word meanings, which ensures that the root
has only one meaning in each tree, and also by the number
of child nodes, which should be equal to or less than 4. In
clustering, we use real value vectors to represent nodes. If
it is an entity, we average the named entity embedding with
the surface mention embedding. For example, when the root
of the tree is ‘‘fruit’’, the word ‘‘banana’’ can be grouped
with ‘‘apple’’, and when the root of the tree is ‘‘company’’,
the word ‘‘Microsoft’’ can be grouped with ‘‘apple’’. After
clustering, we try to enumerate combinations of all the Chi-
nese word senses and entities of each node in the source tree
to build all candidate trees, as shown in Fig. 1.

C. SCORING MODEL
In this section, we describe the scoring model for the tree
structure, shown in Fig. 3. Generally, the scoring model cap-
tures the semantic correlation between source tree and candi-
date tree through the mention feature and context feature, and
captures the inner structure information in the candidate tree
through coherence feature and relation feature.

1) MENTION FEATURE (MF)
As shown in Fig. 3, mention feature shows the semantic cor-
relation between English mention surface text in the source
tree and Chinese mention surface text in the candidate tree.
Here, we add a translation layer to translate English space to
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FIGURE 3. Overview of our proposed neural network based joint model.

Chinese space, formulated as follows.

v(m)i = Wtx
(m)
i + bt , (2)

where Wt and bt are model parameters, and vi is the
projection vector of the mention surface text from English
space to Chinese space.

Same as the work [14], we pre-train the translation
parameters, Wt and bt , by leveraging a small number of
bilingual word pairs (w(ch),w(en))), see training detail in
Experiment IV. The loss function of this pre-train step is
defined as follows

L(Wt , bt ) =
∑
i

||Wtw
(en)
i + bt − w

(ch)
i ||. (3)

After getting Wt and bt from training. we can calculate
vt from (2). Then, we concatenate the translated embedding
v(m)i with the entity embedding ei, then feed it into a fully
connected layer, obtaining the hidden feature between ei and
xi at mention level. We apply vector averaging over all nodes
and get the hidden mention feature f (m) between the whole
source tree and candidate tree. We formulate the steps as
follows:

f (m)i = Tanh(Wm[v
(m)
i ; ei]+ bm),

f (m) =
1
C

∑
1≤i≤C

f (m)i , (4)

whereWm and bm are model parameters.

2) CONTEXT FEATURE (CF)
Given a mention node in the tree structure, we treat all other
sibling nodes as context information because they share the
same relation with one root argument and also have similar
meanings after clustering. This feature has a similar structure
to the mention feature, except that the input is replaced by its

context. We define the context embedding x(ctx)i as the aver-
age mention embedding of those sibling nodes, as described
below:

x(ctx)i =
1

C − 1

∑
1≤j≤C,j!=i

x(m)j . (5)

Then, the context embedding goes through steps formulated
as follows:

v(ctx)i = Wtx
(ctx)
i + bt ,

f (ctx)i = Tanh(Wctx[v
(ctx)
i ; ei]+ bctx),

f (ctx) =
1
C

∑
1≤i≤C

f (ctx)i , (6)

where Wt , bt share the same parameters as mention feature,
and Wctx and bctx are model parameters.

3) COHERENCE FEATURE (VF)
The work [14] exploits the coherence feature that exists in
the rows or columns of the table. Inspired by that, we focus
on the coherence of the child nodes in the tree, which could
help align the child nodes in the candidate tree.

vcoh = var({ei|ei ∈ E}). (7)

If the source tree has only one child, the feature vector will be
set to zero vector. Here we also add a fully connected layer,
so that the dimension of the feature vector corresponds to the
previous features.

f (coh) = Tanh(Wcohvcoh + bcoh), (8)

whereWcoh and bcoh are model parameters.

4) RELATION FEATURE (RF)
The coherence feature helps align the child nodes in the
candidate tree, beyond that, the relation feature can also
help align the root node based on these child nodes. This
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intuition comes from TransH [15], which tries to capture
the semantic distance difference between two arguments in
different hyperplanes of the relations. Hopefully, the 4 child
nodes can help align the root node with the correct meaning.
Here, we have one relation in Probase and 44 relations in
ConceptNet, then we use ri to represent the i − th relation.
Last, a full connected layer is added.

v(rel) =
1
C

∑
1≤i≤C

(eroot − ei − w>ri (eroot − ei)wri ),

f (rel) = Than(Wrelv(rel) + brel), (9)

where the wri translates the node embedding into different
hyperplanes corresponding to relation ri [15].

D. MODEL TRAINING AND PREDICTION
As mentioned in Section II, we handle the structural tree
translation by defining a scoring function of the source tree
and candidate tree pair. These four features, including men-
tion feature, context feature, coherence feature, and relation
feature, are concatenated and fed into a two-layer fully con-
nected network to obtain the final score.

f1 = W1[f (m); f (ctx); f (coh); f (rel)]+ b1,

S(X ,E) = W2f1 + b2, (10)

whereW1, b1, W2, and b2 are model parameters.
Optimization Strategies: In the training set, for each source

tree, we have one positive gold Chinese tree and many cor-
rupted trees, which are made by replacing one node or several
nodes of gold Chinese tree with random Chinese word senses
or entities.

Just like the pairwise ranking model, the candidate trees
of each pair are compared: the candidate tree with more
correctly Chinese word senses or entities is ranked higher
than the other one in the pair. Here, we take RankNet [16]
with Adam stochastic optimizer [17] as our implementation.

Loss =
N∑
i=1

max(0, 1− S(X ,E1)+ S(X ,E2)), (11)

where N is the number of training instances and E1 is ranked
higher than E2.

IV. EXPERIMENT
A. EXPERIMENTAL SETUP
1) PRE-TRAINED WORD EMBEDDINGS
We use Jul. 2019 dump of English5 and Chinese6 Wikipedia
as text corpora to train the word embedding, which contains
5,346,897 English articles and 1,232,543 Chinese articles,
respectively. In order to obtain both entity embedding and
common word embedding at the same time, all entities in
the anchored text are treated as special words. For example,
the anchor text ‘‘Carl Linnaeus’’ in the sentence ‘‘The bald

5https://dumps.wikimedia.org/enwiki/
6https://dumps.wikimedia.org/zhwiki/

eagle was one of the many species originally described by
Carl Linnaeus . . . ’’ is replaced as an English entity by the
special word ‘‘[[Carl_Linnaeus]]’’. Chinese text also has the
same process and we use Jieba tool7 for Chinese text segmen-
tation. We use Word2Vec [18] to train English and Chinese
Wiki corpora for word embedding respectively.

2) PRE-TRAINED SPACE TRANSLATION MATRIX
In order to pre-train the translation matrix used in the mention
feature and context feature to convert mention embedding
from English space to Chinese space, we use the Youdao
translator to collect a bilingual lexicon with 200,000 trans-
lation pairs. We choose those English words that are pol-
ysemous, a named entity, or a single word pair. In total,
10,422 translation pairs are picked as our pre-training dataset.

3) DATASET
We collect some triples with 4 relations and their Chi-
nese translation triples, and split them into train, dev,
and test datasets with the ratio of 7:1:2 (2103:287:590).
These 4 relations are ‘‘IsA’’, ‘‘MadeOf’’, ‘‘AtLocation’’, and
‘‘RelatedTo’’.

4) HYPERPARAMETER SETTINGS
As hyperparameters, all these models use the same word
embedding dimension Dm = 300 and the size of each final
feature vector is set toDh = 100. Since our training dataset is
not large, we use dropout [19] layer behind each feature layer
to prevent the model from overfitting, with a keep probability
of 0.8. For each epoch, we iterate over the whole training
dataset and evaluate themodel performance on the dev dataset
every epoch. After training, we pick up the best model on the
dev dataset as our final model and report the performance on
the test dataset. Our model implementation is done in Python
using the Pytorch8 machine learning library.

5) EXPERIMENTAL SETTINGS
In this section, we describe some baseline experiments,
including the state-of-the-art model, for comparison with our
model.

First, we design some following baseline models.
• Surface Matching: Given an English triple
(Arg1, rel,Arg2), we first get the Chinese word senses
and entities for Arg1 and Arg2. Then, we select the
highest-ranked Chinese candidate for each argument and
combine them as the best translation.

• Hints Similarity: Given an English triple, we get all
Chinese candidate triples by doing the Cartesian product
on the Chinese word senses and entities of these two
arguments, and then use the Web search to measure
the correlation between these two Chinese arguments
in each candidate triple. Specifically, we concatenate
these two Chinese arguments as a query and put it into

7https://github.com/fxsjy/jieba
8 https://pytorch.org/
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the Chinese search engine. We count the co-occurrence
frequency in snippets and select the highest-ranked can-
didate triple as the translation result of this English
triple.

Then, some following experiments are carried out on the
basis of direct translation.
• Direct Triple Translation: Given a triple, we translate
it through the Google translator by feeding the Google
translator with the contextualized sentence instead of the
word or triple. For example, given a triple (plant, IsA,
banana), we contextualize it to the sentence ‘‘banana is
a plant’’, which is trying tomake the translator to capture
more semantics in the sentence than the triple itself, then
we feed it into the translator and design a few patterns
to extract the translation result to get the corresponding
translated Chinese triple.

• Direct Tree Translation: This baseline experiment
adopts a similar way as the Direct Triple Translation
experiment, except that we construct the sentence from
all the nodes of each source tree. For example, we con-
vert the source tree, shown in Fig. 1, to the sentence
‘‘Movie, Old school, Onward, Accepted, Outbreak’’,
and also design a few patterns to extract the translation
result to get the corresponding translated Chinese triples.

We also design some following baselines based on neural
network.
• CNN: We concatenate all the nodes and the relation
in the source tree as a token sequence with a maxi-
mal length of 6 (a root node, 4 child nodes, and one
relation), then feed this sequence of embeddings into
the convolution kernel and max-pooling layer to get the
feature vector, and we also do the same to the candidate
tree. Then, we concatenate the two feature vectors of
the source tree and candidate tree, and feed it to the
fully connected layer to get the final score. We use the
same training strategy and optimization method as our
framework.

• LSTM: The LSTM-based baseline model is similar to
the above CNN-based baseline model, except that we
feed each sequence of embeddings into the LSTM cell
instead of CNN and use the last hidden state as the
final feature vector of the source tree and candidate
tree. We use the same training strategy and optimization
method as our framework.

• BERT [20]: The Bert-based baseline model is also simi-
lar to the above CNN-based baseline model, except that
we feed these token embeddings into the Bert encoder
instead of CNN and use the [CLS] token embedding
as the feature vectors of the source tree and candidate
tree. We use the same training strategy and optimization
method as our framework.

We exploit some out-of-the-box machine translation sys-
tems to do translation as comparisons. These out-of-the-box
systems are ModernMT [21], Marian NMT [22] and Open-
NMT [23]. We follow the same experiment steps as the

Direct Tree Translation experiment, except that we replace
the Google translator with these out-of-the-box translation
systems.

We also implement the work based on an adaptive neural
network in [13], which is the state-of-the-art model for knowl-
edge base translation.

• Adaptive Neural Network (ANN): The state-of-the-art
model proposed for knowledge base translation in the
work [13] tries to translate each English triple and Chi-
nese triple into a similar space, and chooses the Chinese
candidate triple with the shortest distance to the English
triple as the translation result.

Our model also has the following variations, converting the
four feature vectors into the final score in different ways.

• Ours + Cosine: We concatenate these four feature vec-
tors and use another vector with dimension 400 (4*Dh)
to cosine the concatenated vector to get the final score.
We do the same training and optimization for this variant
model according to our model.

• Ours + Average: We first average these four feature
vectors into one vector and then feed it into a fully
connected layer to get the final score. We also do the
same training and optimization for this variant model
according to our model.

B. EXPERIMENTAL RESULT AND ANALYSIS
We preform experiments described in Section IV-A5 and the
results are shown in Table 1. We report Micro accuracy as the
evaluation metric, which is the percentage of correct triples
over all triples in the test dataset. We do not use Macro
accuracy like [14] as an evaluation metric, since almost all
trees are of the same size. We do not use BLEU metric,
because, in our case, the end-to-end translation is from an
English word or phrase to a Chinese word or phrase for each
argument of the triples, not like natural sentence translation.

As shown in Table 1, SurfaceMatching performs the worst,
because the method cannot consider both two arguments
and their relation as context to choose the proper Chinese
candidate, which is crucial for disambiguation.

As shown in Table 1, Hints Similarity is slightly bet-
ter than Surface Matching, because Web search helps find
the correlation between two arguments by counting their
co-occurrence. However, it can not explicitly capture the
semantic of the relation. For example, when translating the
triple (can, AtLocation, shelf), the wrong candidate pair
(‘‘ /could’’, ‘‘ /shelf’’) occurs more frequently than the
correct pair (‘‘ /a kind of container’’, ‘‘ /shelf’’) when
searching on the Internet, because ‘‘ ’’ (could), as an auxil-
iary word, appears more often than the word ‘‘ ’’ (a kind
of container).
Direct Triple Translation and Direct Tree Translation both

have better results than Surface Matching and Hints Similar-
ity, because the translator can better understand word sense
ambiguity, but the translation effect of named entities needs
to be further improved. The accuracies of the experiments
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TABLE 1. Comparison of accuracy of the different models for knowledge base translation.

from these out-of-the-box machine translation systems, such
as ModernMT, Marian NMT and OpenNMT, are similar to
Direct Triple Translation result, since Google translator can
also be seen as an out-of-the-box machine translation system.

Table 1 also shows the neural model baselines outper-
form other non-neural model baselines, demonstrating the
powerfulness of the neural network’s feature representation
ability. The greater correlation between the source tree and
the candidate tree the neural network can capture, the higher
the accuracywill be. CNN-basedmodel, LSTM-basedmodel,
and Bert-based model try to capture the correlation between
source tree and candidate tree, but they cannot capture the
inner structure feature of the candidate tree. The Bert-based
model performs better than the other two models, which
shows the effectiveness of the pre-training language model
even based on a small amount of training data. However,
the improvement of the Bert-based model is not significant
enough, compared with other two models, because the input
sequence is not a natural sentence, which makes it less well
represented than a natural sentence.

Models with different feature fusion methods have
different accuracies. Ours+Cosine has the worst effect,
since different features cannot be fully fused, whereas
OURS+Average is close to OURS, which benefits from the
good fusion of all features. All these three different feature
fusion models outperform the state-of-the-art ANN-based
model, suggesting that it is important to consider all these
structure features and combine them appropriately.

Generally, all these methods perform better at the relation
‘‘AtLocation’’ and worse at the relations ‘‘IsA’’ and ‘‘Relat-
edTo’’, because the triples with the relation ‘‘AtLocation’’ are
usually less ambiguous than triples of other relations.

We further investigate the effect of the number of child
nodes (tree size) on the final translation result. Fig. 4 shows
that the accuracy is the highest when the number of child
nodes reaches 4 and 5, because our model best captures the
structural semantics of the tree. The green and purple lines
indicate that the accuracy will also peak in the absence of
relation feature or coherence feature when the child nodes
reach 4 and 5. However, in the dark line, there is no peak
without relation feature and coherence feature, which means

FIGURE 4. Times and accuracy of inference with different number of child
nodes.

that the relation feature and coherence feature best capture
the tree structure when the child nodes reach 4 or 5. The
dark line also shows that when there are no relation feature
and coherence feature, and the child nodes are greater than 6,
the accuracy drops rapidly, because if the root node of the
source tree has too many child nodes, the root node may have
more than one meaning, which means some triples in the tree
must be translated incorrectly. The blue line shows that the
times of inference increase exponentially with the increase of
child nodes, because the number of candidate trees increases
exponentially with the increase of child nodes. Therefore,
we chooseC = 4 as the maximum number of the child nodes,
which has both better accuracy and less computational cost.

C. ABLATION STUDY
In this section, we further explore the contributions of the
various components in our framework.

Table 2 evaluates the results of different feature combi-
nations by displaying the accuracy of the top 3 candidate
trees with the highest score. As shown in Table 2, all features
contribute to better results. Single mention feature or context
feature performs better than a single coherence feature or
relation feature, and the feature combination performs better
than a single feature. Coherence feature, relation feature,
or combination of them usually perform worse than others,
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TABLE 2. Ablation test for our model.

TABLE 3. Accuracies on the test dataset with different model training
methods.

because they fail to attend to information from the source tree,
which cuts off the correlation between the source tree and the
candidate tree. The coherence feature and relation feature are
used to capture the inner candidate structure semantic, which
complements the model to choose a better candidate tree.

For a specific example, one English tree (‘‘song’’:
‘‘alright’’, ‘‘baby’’, ‘‘black & white’’, IsA) is cor-
rectly translated into (‘‘ /song’’: ‘‘[[ ]]/[[my
desire]]’’, ‘‘[[ )]]/[[baby_(Justin
bieber song)]]’’, ‘‘[[ ]]/[[rascal hero]]’’, IsA) in Full
model, whereas in MF+CF model, it is translated into
(‘‘ / song’’: ‘‘[[ ]]/[[my desire]]’’, ‘‘ /baby’’,
‘‘[[ ]]/[[rascal hero]]’’, IsA). The Full model can
consider the structure information inside the candidate tree,
which can correctly translate the entity ‘‘baby’’ into a song
name‘‘[[ ]]/ [[baby_(Justin bieber
song)]]’’, which is a Chinese entity, because in this candidate
tree, all of the child nodes are named entities, and coherence
feature can help find this rule.

To compare with ranking-based optimization strategy,
we also try the hinge loss optimization strategy during train-
ing. We use the hinge loss by maximizing the difference
between correct English-Chinese tree pairs and the corrupted
ones. For the corrupted tree, we also randomly replace some
nodes in the candidate Chinese tree with others. In Table 3,
it shows that hinge loss is less effective than RankNet in our
model, probably because that hinge loss treats all negative
candidate trees the same, thus other negative candidate trees
with more corruptions become less effective in the training.

V. APPLICATION
To make further use of the framework we designed, we trans-
late the entire Probase and ConceptNet (English part) into
Chinese Zh-Probase and Zh-ConceptNet.

A. PROBASE TRANSLATION
1) TRAINING AND TRANSLATING
Probase only has an ‘‘IsA’’ relation, so we can use the model
we trained to translate it into Zh-Probasewithout addingmore
training data.

TABLE 4. Size of existing taxonomic knowledge bases.

TABLE 5. Accuracies of existing Chinese taxonomic bases. The Kappa
coefficients [25] of two annotators suggest the substantial agreement.

2) RESULT
After translation, we get Zh-Probase and compare it
with two well-known Chinese taxonomic knowledge bases
CN-Probase [9] and zhishi.me [10] in terms of coverage and
accuracy.

a: COVERAGE
As shown in Table 4, Zh-Probase is of the same order
of magnitude as CN-Probase and 11.74 times larger than
zhishi.me. We further evaluate the overlap between Zh-
Probase and these Chinese taxonomic knowledge bases.
Since CN-Probase is not open-source, we use sampling to
calculate the overlap ratio. First, we sample 500 ‘‘IsA’’ triples
from CN-Probase through its public API, where 1% of them
are in Zh-Probase. Then, we sample 500 ‘‘IsA’’ triples from
Zh-Probase, where 6% of them are in CN-Probase. zhishi.me
is open-source and there are only 5,243 overlapping triples
between Zh-Probase and zhishi.me. The reasons for the slight
overlap between Zh-Probase and CN-Probase are as follows:
First, as shown in Table 4, CN-Probase has more instances
and fewer concepts whereas Zh-Probase has more concepts
and fewer instances. Second, CN-probase has more named
entities than Zh-Probase since its data source is the Chinese
encyclopedias. Third, many of the most recent entities are
collected in CN-Probase rather than Zh-Probase, because
CN-Probase is released later. Since Zh-Probase has a small
overlap with existing Chinese taxonomic knowledge bases,
Zh-Probase can greatly enrich them. In addition, due to its
large concept space and broader topics, it will exhibit a
stronger ability in capturing the implied semantics, as demon-
strated in [24].

Therefore, we can conclude that although the ‘‘IsA’’ triples
in CN-Probase is three times as large as in Zh-Probase, Zh-
Probase can still greatly enrich the existing Chinese taxo-
nomic knowledge bases.

b: ACCURACY
To evaluate the quality of Zh-Probase, we sample 500 triples
from Probase and Zh-Probase, respectively.We ask two anno-
tators, who are familiar with knowledge bases, to check
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TABLE 6. Some ‘‘IsA’’ samples in Zh-Probase. Correct translations are in blue, and incorrect ones are in red.

TABLE 7. Size of Zh-ConceptNet.

TABLE 8. Accuracy of different datasets. The Kappa coefficients of two
annotators suggest a substantial agreement.

the correction of these triples. The results are shown
in Table 5. The accuracy of our designedmodel on the created
test dataset is lower than the full translation of Probase,
because the test dataset is carefully constructed, which
has more word ambiguities and named entities, whereas
there are still a lot of less ambiguous triples in Probase,
which can be easily translated. In addition to the inherent
error around 7% (accuracy 93.0%) in Probase, our transla-
tion approach introduces only an additional error of 6.4%
(accuracy 86.6%).

c: QUALITATIVE RESULTS
We compare some typical translation results based on our
method and the Direct Triple Translation method. Our
approach can handle some intractable word sense disam-
biguations better, such as ‘‘bank’’, ‘‘bark’’, ‘‘scale’’, as shown
in Table 6. However, our method also fails to handle some
triples, as shown in the red part in Table 6, because both
arguments in these triples are very ambiguous.

B. CONCEPTNET TRANSLATION
1) TRAINING AND TRANSLATING
For translating ConceptNet, we also annotate many more
triples of other relations from these 44 relations, except for

those relations, which are meaningless or useless for Chinese
after translation, such as ‘‘formof’’, ‘‘etymologicallyrelat-
edto’’, ‘‘derivedfrom’’, ‘‘Idbpedia/knownfor’’. For example,
‘‘applauds’’ has the ‘‘formof’’ relation with ‘‘applaud’’, how-
ever, the two arguments are the same after translation. Then,
we retrain the model with the new annotated training dataset
and then translate ConceptNet into Zh-ConceptNet.

2) RESULT
After translation, we get Zh-ConceptNet, a Chinese common-
sense knowledge base, which comes from two sources: the
original Chinese part of ConceptNet and the translation result
of the English part of ConceptNet.

a: COVERAGE
As shown in Table 7, Zh-ConceptNet is 4.76 times the size of
the original Chinese part of ConceptNet, which is a signifi-
cant increase. The size of Zh-ConceptNet is not 4.91 times as
large as we expected due to the overlap between the original
Chinese part and the translated Chinese part.

To our best knowledge, there are no other Chinese knowl-
edge bases dedicated to common sense, and Zh-ConceptNet
will be the first large onewith approximately 2million triples,
which we hope will be a valuable asset for Chinese common-
sense research.

b: ACCURACY
To evaluate the quality of Zh-ConceptNet, we sample
500 triples from the original Chinese part in ConceptNet,
the translation result of the English part of ConceptNet based
on our model, and Zh-ConceptNet, respectively. We ask two
annotators, who are familiar with knowledge bases, to check
the correction of these triples. As shown in Table 8, there
exists an error of 1% in the original Chinese part of Con-
ceptNet, which comes from the crowdsourcing error. The
accuracy of Zh-ConceptNet has also been improved to 89.6%
due to the high quality of the merged original Chinese part
from ConceptNet.
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TABLE 9. Some examples in Zh-ConceptNet. Correct translations are in blue, and incorrect ones are in red.

c: QUALITATIVE RESULTS
Our approach can handle some intractable word sense disam-
biguations better, such as ‘‘date’’, ‘‘ball’’, ‘‘court’’, ‘‘capital’’,
‘‘fan’’, as shown in Table 9. However, our method also fails
to handle some ‘‘RelatedTo’’ triples, as shown in the red part
in Table 9. Since the ‘‘RelatedTo’’ relation is weak such as
the triple (‘‘blunt’’, RelatedTo, ‘‘money’’), it becomes weaker
after translation, and both direct translation and our model
cannot handle it well.

VI. RELATED WORK
A. KNOWLEDGE BASE CONSTRUCTION
Previous work has looked at constructing knowledge bases
as relational schemas using expert knowledge [12], [26] or
crowdsourcing efforts [1], [27] or text extraction [2], [2], [9],
[28]. In our work, we focus on building the knowledge base
quickly and well, without requiring a lot of source datasets,
or a lot of human efforts and time.

B. REPRESENTATION LEARNING FROM STRUCTURES
Recently, various neural networks have been proposed to cap-
ture the structural information of various forms of structural
data, such as triples, trees, and graphs.

Many existing works try to learn representation in triples,
such as TransE [29], TransH [15], TransR [30]. TransE learns
vector embeddings for both entities and relations, based on
the idea that the relation between two entities corresponds to a
translation between the embeddings of entities in triples [29].
Since TransE has problems when modeling 1-to-N, N-to-1,
and N-to-N relations, TransH is proposed to enable an entity
to have different representations when involved in various
relations [15]. Furthermore, TransR [30] models entities and
relations in distinct spaces, i.e., entity space andmultiple rela-
tion spaces (i.e., relation-specific entity spaces), and performs
translation in the corresponding relation space.

Many existing works also try to learn the representation
of trees. In general, different tree-structured encoders are
proposed to embed the input data and different tree-structured
decoders are proposed to predict the output trees. In [31],
[32], they develop tree-structured autoencoders to learn

vector representations of trees, and show better perfor-
mance on tree reconstruction and other tasks such as sen-
timent analysis. Another work [33] also proposes to use
a tree-structured encoder-decoder architecture for natural
language translation.

Graph neural networks try to learn tree representation and
this topic has received more and more attention in recent
years [34]. Many authors generalize well-established neural
network models like CNN that apply to regular grid structure
(2-d mesh or 1-d sequence) to work on arbitrarily structured
graphs [35], [36].

However, these structure representation methods are all
based on one language, they cannot be applied directly to our
case. Therefore, we propose our own representation learning
method to capture the structure semantic of both the source
tree and the candidate tree at the same time.

C. WORD SENSE DISAMBIGUATION AND NAMED ENTITY
DISAMBIGUATION
Word Sense Disambiguation(WSD) is a long-standing chal-
lenge in natural language processing, where themention of an
open-class word is linked to a concept in a knowledge base,
typically WordNet [26]. Cross-lingual WSD is that where the
word senses of a word in a source language come from a
separate target translation language. SemEval-2010 [37] and
SemEval-2013 [38] are both about cross-lingual WSD. These
tasks feature English nouns as the source words and word
senses as translation in other languages, such as Chinese.

Named Entity Disambiguation (NED) is the task of linking
a named-entity mention to an instance in a knowledge base,
typically Wikipedia [39], Freebase [12], YAGO [28]. It is a
crucial procedure of many complex natural language process-
ing applications, such as information retrieval and question
answering.

Recently neural network-based named entity disambigua-
tion methods have established the most advanced results,
such as in this work [40], where context, entity, and men-
tion, together with neural similarity functions, are essen-
tial components. Different from general entity linking, some
works [14], [41]–[43] focus on the entries in structural table.
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Unlike the structural information that naturally exists in the
table structure, we first try to construct trees from triples and
then capture the semantics from the tree structure by our
proposed neural network. We can also capture the relation
feature, which is not contained in [14].

VII. CONCLUSION AND FUTURE
This paper proposes a neural network-based tree translation
method for Chinese knowledge base construction. We con-
struct trees based on triples, design a neural network to cap-
ture different features from the tree structure, and try to score
each candidate tree to get the best translation. Experiments
show that our approach achieves better performance than
baseline methods, including the state-of-the-art method. In
addition, based on our approach, we translate Probase and
ConceptNet to Zh-Probase and Zh-ConceptNet respectively,
which are valuable for the Chinese research community.
Possible future works include designing a neural network to
capture the semantic of the graph in knowledge bases or to
translate knowledge bases with complex structures such as
Framenet [44].
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