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ABSTRACT Retinal vessel segmentation is important for analyzing many retinal diseases, where manual
segmentation of these vessels is an extensive job. Automatic segmentation of these vessels can help
much in the diagnosis of these retinal diseases. Several image processing schemes that are considering
the retinal vessel segmentation are lacking in segmentation performance and robustness. Laplacian of
Gaussian (LoG) detectors is a popular choice method for edge detection adapted for detecting circular blob
detection. Laplacian kernel approximates the second-order derivative to the image, which can be effective in
combination with Gaussian smoothing in the form of LoG. The LoG detectors are famous for good border
detection in noisy images. Based on their parameter, their behavior can be switched between ridge or blob
detection. However, their performance generally falls off for elliptical blobs. A generalized LoG detector was
proposed recently to deal with elliptical blob detection. Comparing simulation studies for the second-order
ridge detector with other popular ridge detectors provides evidence of its effectiveness. The proposed ridge
detector shows promise when applied to detect vessels in real-world retinal images of a publicly available
database. The method’s capabilities are evaluated with a comparison of state of the art, and the performances
are obtained on the database most used by researchers. The DRIVE,STARE and CHASE_DB1 databases
are used for performance evaluation, and we achieved a sensitivity of 0.785, a specificity of 0.967 and an
accuracy of 0.952 on the DRIVE database,a sensitivity of 0.788, a specificity of 0.966 and a precision of
0.951 and a sensitivity of 0.787, a specificity of 0.968 and a precision of 0.952 on CHASE_DB1.

INDEX TERMS Laplacian of Gaussian, ridge detection, blob detection, retinal vessel extraction.

I. INTRODUCTION
Automatic blob detection is considered one of the most
important steps to analyze many images. The blob can be
a representation of homogeneous regions in the geophys-
ical data [1], the organization of nuclei in the cultivated
colony [2], the locations of the tumors in the MRI or CT
images [3], [4], recognition hand gesture [5], optical disc
[6]–[9], pupil or iris [10]–[14]. A blob is explained as a
connection of regions bound at a local extreme, either a max-
imum for a lighter blob with a darker background or a
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minimum blob (known as a darker blob) with a darker back-
ground [15]. There are many methods of blob detection.
Laplacian operator based blob detectors is based on a fil-
ter function with large weights related to the central pix-
els relative to their surrounding region. For manipulation,
noise sensitivity, Gaussian smoothing is used first, but such
an arrangement results in an operator called Laplacian of
Gaussian (LoG) [16]. The loG is becoming a tool for detect-
ing blobs because it allows obtaining a maximum response
from the center of the spot as structure [17].

The eccentricity of the blob plays a vital role in detect-
ing the center points because a greater eccentricity of the
blob means a greater discrepancy in the detection of the
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FIGURE 1. Elliptical blob modelling. (a) shows a hand gesture modelled,
(b) the retinal vessel modelling, and (c) a fingerprint ridge lines modelled.

centers. In many practical situations like hand and retinal
vessel structure, the elliptical blob may occur [18], [19]. The
main purpose is to monitor the number of well-defined hand
postures to communicate better or track the retinal vessels.
But the detection of retinal vessels requires image enhance-
ment, and it contains ridge structure, and it is necessary to
achieve appropriate enhancement for retinal vessel segmen-
tation with improved performance, by way of illustration is
shown in Fig. 1.
Ridges are considered an important characteristic of image

[20], [21]. Ridges have been widely studied in [22], [23] and
combustion simulations [24] in the computer vision, in tensor
analysis. For segmentation purposes, the ridge’s extraction
may be divided into three categories [25]. The first refers
to the descriptors proposed in [22] for scale-normalized dif-
ferential geometry. In two-dimensional image space, the dif-
ferential descriptor produces a one-dimensional ridge curve.
However, the descriptors generally capture an extensive
object rather than a full cross-section of the object with the
major axis of symmetry. In addition, it is severely restricted
by the local contrast of the ridge to identify the differen-
tial descriptor response [26]. In experimental conditions,
we hardly ever have high local contrast for all image regions
because of uneven illumination and background noise.

An example of this category is commonly described in
the medical image domain [27]–[29]. As proposed in [30],
the third category is the tracking of vessels with manual seed.
Recent work in [31] has also been reported.

Another exciting way to increase the contrast of an
extended object is by turning it in a single binary output.
A symbolic thing, approximate by a map with the first-order
formulation Taylor, can be considered to constitute a circu-
latory object around each point in the elongated object. The
rule led to a refined form modification technique. A shape
adaptation algorithm based on previous works by Linde-
berg and Garding [32], is provided by Mikolajczyk and
Schmid [33]. This algorithm estimates affinity in two iter-
atively applied stages: location detection and affinity defor-
mations. An invariant detector based on geometry is initially
applied to several isotropic points of interest (location +
scale). Then the image passes through several passages of
anisotropic smoothness until convergence with an increase
in the matrix of the estimated second stage. [34] later shows
that the algorithm produces similar results by changing the
second-moment matrix to the Hessian one. In contrast with
earlier differential ridge measurement, the affine adaptation

of ridges and model-based frame detection, the proposed
normalized second-order ridge detector is correlated.
On the other hand, if we compare the supervised method
with unsupervised, still have their merit in the field. For
example, deep learning methods are highly dependent on
a training dataset. They always require a large number of
images to train a network. Training itself is a time-consuming
task that requires a high-end GPU based system [35]. Even
a slight variation in the dataset can lead to training on that
dataset again. In the case of retinal vessels, mostly the datasets
are very small, like for DRIVE comprises only 40 images
(20 training and 20 testings) with ground truth. In the case
of STARE and CHASE, only 20 and 28 images are avail-
able. There isn’t any training set available for these two
datasets. In such cases, half images are used for training
and a half for testing. Training a network on such a small
training dataset does not give good results. Augmentation is
mostly used to synthetically generate a large dataset from
these small datasets for training. Another problem with deep
learning-based algorithms is they can’t be trained on large
image sizes due to hardware constraints. Therefore, tradi-
tional methods still have potential in an application where
the training dataset is either not available or small in size.
The image size is large and in an environment that requires
a small number of hardware resources. These reasons moti-
vated authors to work on the traditional method.

The paper is organized as follows. Section II describes the
popular ridge detectors and their use for vessel segmentation.
In Section III propose method is presented. Experimental
results are presented in Section IV and finally the paper is
concluded in Section V.

II. POPULAR RIDGE DETECTORS FOR VESSEL
SEGMENTATION
This section presents a modified normalized GLoG detector
that is used to produce a normalized 2nd-order detector to find
ridges, which is an intensity image is another important fea-
ture. The second derivative of anisotropic Gaussian (SDAGK)
core detection was recently proposed by researchers in [36].
Such kernels, which have demonstrated success in the detec-
tion of edges and corners, offer interest. With the detection
of a ridge, the increased sensitivity at intersections includes
these benefits. This research describes an algorithm that
maximizes the size of a Gaussian derivative Filter bank of
anisotropic second order, but it does not explicitly deal with
a normalization problem of scale. Now the NGLoGs are
provided by comparing the definition of SDAGKs:

NGLoG
(
x, y; σx , σy

)
= σαx σ

β
y
∂2G(x, y; σx , σy)

∂x2

+ σ βx σ
α
y
∂2G(x, y; σ )

∂y2
. (1)

where α, β > 0, G(x, y; σ ) is an isotropic Gaussian function,
G(x, y; σx , σy) is an asymmetric generalized 2D Gaussian
function, σ is the standard deviation. For more details about
these operators please refer to [37].
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It can be observed that the first term of NGLoG can
constitute a normalized SDAGK for ridge detection. That is,
the normalized second-order derivative of anisotropic Gaus-
sian kernel (NSDAGK) is defined as

NSDAGK
(
x, y; σx , σy

)
= σαx σ

β
y
∂2G(x, y; σx , σy)

∂x2
. (2)

The detection of the computerized vessel is helpful for a set
of eye condition named diabetic retinopathy [19], [38], [39].
Diabetic retinopathy is an ongoing disorder and at the early
stages, there are no symptoms that it becomes serious [40].
The normal diabetic retinopathy screening leads to a large
number of retinal images, which the ophthalmologists must
analyze. Since manual testing is expensive, an automated
retinal image screening device is the best option [41]–[43].
First, some popular models of the ridge are described and
then their performance contrasts with the proposed detector
of the ridge. A public DRIVE database is used for evaluation
purposes.

A. RIDGE STRENGTH MEASURE
A differential descriptor based on ideal ridge definition was
proposed earlier in [22], referred to as ridge strength measure
here. The ridge detection strategy first finds scales for each
point of the image where normalized ridge measure attains
local maxima over scales. Scale map provides locations for
the pixels to be picked from the stack of scale-space images
to form an enhanced image. The rationale for proposing this
ridge measure is the fundamental principle that a ridge is a set
of points where the intensity attains a maximum (minimum)
value in the main principal direction of the Hessian matrix.
The underlying assumed ridge model is the cylindrical ridges
with Gaussian cross-sectional profile. To use measure for
retinal vessel extraction, the following procedure is adopted.

Step 1 An acquired retinal image f (x, y) is pre-processed
to form a smooth image with uniform background
fu(x, y).

Step 2 Uniform image fu(x, y) is convolved with a Gaus-

sian function 1
2πσ 2

e−
(
x2 + y2

)/
2σ 2 with linearly

increasing standard deviation σ , to create a stack of
scale-space images fu(x, y; σ ).

Step 3 While the scale-images fu(x, y; σ ) are created,
their associated second-order partial derivatives, fxx
second-order partial derivative in x direction, fyy
second-order partial derivative in y direction and
fxy the mixed second-order partial derivatives, are
also computed on the way. Discrete derivatives are
based on the approximations as described in [22].
The derivatives of the scale images provide us with
means to form ridge strengthmeasure for each point
(x, y), that is,

RnormL (x, y, σ ) =

√
σ 6F+x

2
(
F−x

2
+ 4f 2xy

)
. (3)

where F+x =
(
fxx + fyy

)
and F−x =

(
fxx − fyy

)
.

Step 4 Next, the RnormL (x, y, σ ) is maximized over
scales σ to provide scale map S(x, y) for uni-
form image under consideration. The scale image
then provides guidance in choosing correspond-
ing intensities from the normalized differential
measure, defined for each scale image, to yield
enhanced image fenh(x, y). That is, S (x, y) =
max

σi<σ<σf
RnormL (x, y; σ)

Fig. 2(a) depicts the qualitative behavior of the ridge
strength measures for retinal vessel image. It can be clearly
seen that the measure performs well for extracting the central
part of most of the vessel tree structure with some minor
setbacks. The measure goes well for vessels that have one
of their principal curvatures as zero. However, the result
registers a weak response to curved ridges and bifurcation
points. Even for some vessels, the ridge strength measures
give spurious responses to edges as well. The main advantage
of this ridge strength measure is to return an accurate estimate
of the width of the vessels across its length. The circles cor-
responding to scales selected for each vessel point confirms
this observation as depicted in Fig. 2(a). This information
becomes important when we need to calibrate the vessels
to compute their diameters during eye checkups for diabetic
retinopathy disease progression.

FIGURE 2. Retinal Vessel Enhancement. (a) Lindberg Ridge Measure,
(b) Almansa Shape Adaption, (c) Frangi, (d) Proposed.

B. AFFINE SHAPE ADAPTION
Differential descriptors instead of detecting the ridge lines
can be more useful if allowed to learn the whole cross-section
of the vessel as it travels along the entire length. Thus,
the local shape of the vessel can be adapted to create an
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enhanced retinal vessel. For this purpose, researchers used
the second-moment matrix µ to estimate the affine shape
of local image regions and then enhance features based on
shape adopted. For the case of retinal vessels, the shape will
be in the form of an elongated ellipse. The procedure is
refined the initial estimate of the second-moment matrix µ
iteratively to match local affine shape till it converges. The
details are provided in [34]. For the purpose of testing Affine
Shape Adaptation for retail vessel extraction, we will follow
the same procedure as described in the previous section till
Step 3, however, Step 4 will be modified as follows.

Step 4 The RnormL(x, y; σ ) is maximized over scales to
produce a scale image, S(x, y), that is

S (x, y) = argmax
σi<σ<σf

RnormL (x, y; σ) . (4)

The scale image is used to produce a smooth image
using correspondence with linear scale-space stack
of images. That is,

fs (x, y) = max
σi<σ<σf

f (x, y; , σ ) . (5)

Step 5 The smooth image fs(x, y) is used next to compute
second-moment matrix µ as

µ =

[
f 2x fx fy
fx fy f 2y

]
(6)

This leads to forming diffusion matrix∑
σ = σ

2
∑
‖
∑
‖
, where

∑
= µ−1, and

∥∥∑∥∥
λmin

represents the minor axis of the ellipse defined
by
∑

.
Step 6 Now our earlier smoothed image fs(x, y) is

smoothed again with this affine-adapted Gaussian
Kernel

1

2π det
(∑

t
)e− xT

∑−1
t x
2

, where x = (x, y)T . This form an updated enhanced
image, and a new µ is computed from it. The new
updated µ will result in another pass of smoothing
previously available smooth image.

Step 7 The process stated in Step 7 is iterated till there is
relatively little change in µ matrix, and we get a
convergent shape-adapted smoothing for our orig-
inal image fshape(x, y)

The Affine Shape Adaptation works better as compared to
the ridge strength measure as it provides better contrast for
the whole length and breadth of the vessel rather than just
tracking the centerline. However, relating classical differen-
tial geometry concepts with discrete differential geometry
has its own limiting issues. The shape adaptation takes place
inclemently and can be hindered at any slight perturbation,
which will cause object shape distortion for the underlying
true vessel segment. To provide numerical stability, regu-
larization constraint is employed that limits its smoothness
power, as evident in affine shape adaptation for fingerprint

images in [44]. The Fig. 2(b) depicts the result of affine
shape adaptation result for the input retinal image; what we
observe is that vessels emerge with homogeneous and high
intensity across their entire length, but edges are blurred.
The result lacks adequate suppression capability of the back-
ground noise.

C. FRANGI VESSELNESS MEASURE
Frangi et al. [45] proposed a vessel measure with its own
Hessian matrix values, which effectively separates the linear
structure from structures like a blob and plate-like structures
and suppresses random background noise. The vessel mea-
surement in nature is multidimensional to suit various vessel
sizes. A Frangi’s [45] vessel filter is implemented to measure
its ability to detect vessels in retinal images. The method is
described as follows.

Step 1 The acquired image f (x, y) is converted to a smooth
uniform image with improved contrast, as done
earlier, into fu(x, y).

Step 2 The Hessian matrix in the point (x, y) at scale σ ,
H (x, y; σ),is computed using Gaussian derivatives:

H (x, y; σ) =
[
fxx fxy
fxy fyy

]
, (7)

where fxx , fyy, and fxy are partial second-order
derivative computed at scale images corresponding
to scale σ .

Step 3 The decomposition of the local Hessian matrix
for each poingt of the image extracts the eigen-
values (|λ1| ≤ |λ2| ≤ |λ3|) and principal direc-
tion (ū1, ū2, ū3). An ideal tubular structure implies
|λ1| ≈ 0, |λ1| � |λ2| , λ2 ≈ λ3, with ū1 the
direction of minimal curvature (along the vessel).

Step 4 Using this information, vesselness measure V σF is
designed to measure the similarity of a given struc-
ture to an ideal Gaussian profile as:

V σF =



0 if λ2 > 0 or λ3 > 0(
1− exp

(
−
R2A
2α2

))
exp

(
−
R2B
2β2

)
(
1− exp

(
−
S2

2c2

)) (8)

where the sensitivity of a filter to dissimilarity mea-
sures between the tube-like and plate-like structures
are regulated by using α, β, cRA, blob-like RB and
background (S):

RA =
|λ2|

|λ3|
(9)

RB =
|λ1|

|λ2λ3|
(10)

S =
√
λ21 + λ

2
2 + λ

2
3 (11)
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Step 5 The final measurement integrates filter responses at
various scales with the maximal response:

V σF (x) = max
σmin≤σ≤σmax

V σF (x) (12)

We can analyze from the result of retinal vessel enhancement
in Fig. 5(c) that complete vessel cross-section is enhanced
with excellent nice suppression of the background. However,
the response of the vesselness measure is not uniform across
the whole length of the vessel tree, some segments remain
dark. This is primarily due to the setting of the parameters
(α, β, c) values used in the vesselness measure, which may
work in one region of the image while may not be useful
in another region. The second issue is that the model was
developed specifically for tubular structures having Gaussian
cross-sectional profile. Therefore wherever the vessels shape
to deviate fromGaussian cross-sectional profile such as at the
bifurcation or junction points, the vesselness measure does
not provide adequate response [46].

III. PROPOSED METHOD
The article is about comparing the existing edge enhancement
methods to develop an improved detector. The theory for
the proposed method sort of evolves from the other methods
explained in previous sections.

A. PRE-PROCESSING MODULE
The image quality of all datasets is not good enough for using
it directly with ridge detector. The images possess a varied
contrast and noisy areas. It is an important step to smooth
the image first and then passing it to a detector for better
performance.

A series of pre-processing steps are carried out to prepare
the retinal image for final detection with computerized ridge
models. These are enumerated as follows:

1) In the first task, the color image (red, green, and blue
channels) is converted into a single channel grayscale
image. Instead of picking a green channel for its pos-
sible gray-scale representation, Principal Component
Analysis (PCA) is employed to achieve gray-scale con-
version. First, a vectored color image (frgb ∈ R3 is
created. Then, a zero-mean YCbCr image (fycc ∈ R3) is
computed. For this purposed, the conventional transfer
function f (·) operation is used to separate luminance
and chrominance channels. The transfer function is as
follows:

Y = (0.257 ∗ R)+ (0.504 ∗ G)+ (0.098 ∗ B)+ 16

Cr = (0.439 ∗ R)− (0.368 ∗ G)− (0.071 ∗ B)+ 128

Cb =−(0.148 ∗ R)−(0.291 ∗ G)+ (0.439 ∗ B)+128

where luminance channel is Y and chrominance chan-
nels are Cb and Cr.
Next, three eigenvalues

(
λ1 ≥ λ2 ≥ λ3 ∈ R1

)
and cor-

responding normalized eigenvectors
(
v1, v2, v3 ∈ R2

)
are obtained by PCA. The resultant gray image

FIGURE 3. PCA-based color-to-gray image conversion.

(
fgray ∈ R2

)
, is computed by weighted linear combi-

nation of three projections, where weighted as com-
puted by their eigenvalues. The output at the end is
scaled to [0, 255]. Note that for the projection out-
comes in the corresponding vectors, we use eigenval-
ues values as weighting factors. As a consequence,
the first subspace projection dominates color-to-gray
mapping and the second and third subspace projections
are retaining the grey image information. Fig. 3 shows
the entire conversion process for an input color image
by demonstrating the images resulting. The histogram
in the figures 4(b) of f gry is more distributed than in
the figures 4(a) of fg, which means that the proposed
transformation method is effectively mappable.

2) For compensating the variation in brightness a subtrac-
tion method is employed here. A background image fB
is produced by applying a large 21× 21 median filter,
which is constructed of twice the width of largest vessel
width present in the image, resulting in the square
kernel. Increasing filter size can give similar result but
it will add more computational complexity. Smaller
size can may not be able to remove some larger vessel.
Therefore, 21×21 filter size found to be an optimal size
for DRIVE and STARE datasets. Then, the difference
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FIGURE 4. (a) Histogram of green channel fG, (b) Histogram of PCA-based
grayscale imagefGray (x, y ).

FIGURE 5. (a) Background image, (b) Background subtracted image.

fD between the image f and the background estimation
image fB is calculated pixelwise as

fD (x, y) = f (x, y)− fB (x, y) (13)

The subtraction results in low contrast for the differ-
ence image. The difference image fD is then linearly
stretched to cover the whole allowable dynamic range.
This results in an image with better local contrast and
uniform background image fu(x, y).

The PCA transformation changes linearly correlated three
color bands (Red, Green, and Blue) into uncorrelated bands
(Y, Cb, and Cr). In the transformation process, we need
to remove the DC Mean image (average of all three color
images) first. The specific reason is that it only represents
average brightness but no useful discriminating features.
The large DC average values removal from images is called
zero-mean standardization. It is necessary to emphasize rela-
tively small valuable features present in these images. If not
done so, then the average value will dominate the variance
maximization process that will create undue bias.

B. PROPOSED DETECTOR
The novelty of this work relies on introducing an improved
edge operator with the name normalized Gaussian Deriva-
tive Kernel (NSAGDK) in the second order. The operator
is anisotropic that adopts an underlying elongated feature.
Furthermore, its normalizing constants are expressed in terms
of length and width parameters. They are placed in the front
to provide an equal response across all scales. The presence
of these normalizing constants is essential to getting optimal
response even for fine vessels. Picking fine and large vessels
with ease is the novelty of the proposed operator.

FIGURE 6. Shifted, rotated Elliptical blob representation for retinal
vessels.

The overlapping use of the elliptical blobs is used to cover
long vessels, as shown in Fig. 6. This shows that vessel
detection can be done with NGLoG. However, if we keep the
first term of the NGLoG expression, we can identify a better
alternative, leading to the normalized Gaussian Derivative
Kernel (NSAGDK) in the second order. With the retinal
image, the normalized SAGDK is used as follows:

Step 1 As explained in the pre-processing section of the
module, the input image f (x, y) is transmitted
through several pre-processing steps to create a con-
sistent smooth fu(x, y) image.

Step 2 A uniform image fu(x, y) is passed through a nor-
malised SAGDK filter bank of thickness σx =
(0.5, 1, 1.5, 2) and length σy = (5, 7, 9, . . . , 21)
pixel units. In addition, the detector template for a
specific choice of σx and σy is rotated to match the
directional image orientation θ . Therefore, we have
NSAGDK (Rθx), where Rθ is the rotation matrix(
cos θ sin θ
− sin θ cos θ

)
to align detector with vessel

direction of the directional image. With application
of this aligned normalised SDAGK detector for a
specific choice of σx , σy, we get fN (x, y; σx , σy).

Step 3 The normalized images can be combined with the
σx and σy values as a single enhanced image. There-
fore, we have

fenh (x, y) = max
σx,i≤σx≤σx,f
σr,i≤σy≤σy,f

fN
(
x, y; σx , σy

)
. (14)

The Equation 14 shows that the proposed operator value at
any given location is the maximum of all responses computed
by assigning a set of values to σx and σy. One parameter is
related to the length of the feature. The other one is the width
of the feature under investigation. A max operator’s pres-
ence in the proposed technique’s definition is responsible for
avoiding fusing fine vessels. Furthermore, the set of values
associated with parameters σx and σy, contains small enough
values to pick fine vessels, which are generally speaking of
shorter length and width. This arrangement makes utmost
care at not smoothing edges. A bilinear interpolation is used
to cover interruptions caused by pixels lying between integer
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TABLE 1. Performance analysis of proposed method with existing popular ridge detectors on DRIVE database.

TABLE 2. Performance analysis of proposed method with existing popular ridge detectors on STARE database.

coordinates for affine transformation. Due to the presence of
optimal normalization weights, the proposed method is able
to pick fine small features of interest.

The noisy pixels are avoided by providing an appropriate
set of values for length and width parameters of the proposed
operator. The set contains values that start at a minimum and
goes up to a maximum value. The minimum value in the set
is chosen large enough to avoid noisy pixels. The essence
of the technique is in introducing normalization constants in
terms of length and width parameters. The proposed scheme
employs normalization constants σαx σ

β
y , with optimal values

of α and β as 1.5 and 0.5, respectively.
The output result of NSAGDKdisplayed in Fig. 5(d) shows

that vessels are accentuated compared to their background.
The junctions and bifurcation points are well-preserved.
However, its background noise suppression is not adequate.
Therefore, it may be suggested to combine the NSAGDK
function with the noise suppression term of the vesselness
measure to provide a better signal-to-noise performance. This
is the focus of our on-going research work.

IV. EXPERIMENTAL RESULTS
A. DATABASE AND PARAMETERS
Three publicly available DRIVE [47],1 STARE [48]2 and
CHASE_DB1 [53]3 databases are mainly used for experi-
mental purposes.

The DRIVE database contained 40 retinal fundus images
of different levels of disease progression. The 3CCD camera
is used to collect these images, and the anatomical structure

1The dataset is widely available at https://drive.
grand-challenge.org/

2More information regarding the STARE project can be found at https:
//cecas.clemson.edu/~ahoover/stare/

3The dataset can found at https://blogs.kingston.ac.uk/
retinal/chasedb1/

includes the central circular area with a radius of approxi-
mately 540 pixels. The database is divided into two groups
of images: the training images set and the testing images set.
Each set contains 20 images taken on different patients. Each
image in the two sets includes a manual segmentation of reti-
nal blood vessel images known as the reference image or good
standard image.

The STARE database contains 20 retinal fundus images
with their corresponding mask images and ground truth
images. These images are captured using the Topcon
TRV-50 background camera. These images have a resolution
of 650 pixels, and 50% of the images in the STARE database
contain ten pathologies images. Performance evaluation of
retinal blood vessel segmentation methods on the STARE
database is challenging.

Child Heart And health Study in England (CHASE_DB1)
comprises of total 28 images that are acquired from both eyes
of 14 multiethnic children in England. Each image consists of
a high resolution of 999× 960 pixels.
In this research, the sensitivity (Se), specificity, and accu-

racy (Sp) were evaluated in our algorithm. Se and Sp give
the best vessel and non-vessel information. Acc provides
overall pixel information, the mathematical measurement of
the following parameters:

Sensitivity =
TP

TP+ FN
. (15)

Specificity =
TN

TN + FP
. (16)

Accuracy =
TP+ TN

TP+ FP+ FN + TN
. (17)

B. PERFORMANCE COMPARISON ON RIDGE DETECTION
METHODS
First, as shown in Table 1 and Table 2, the proposed method
performance is assessed with average accuracy, sensitivity,
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TABLE 3. Comparison with state-of-the-art techniques on the CHASE_DB1 database.

TABLE 4. Comparison of Proposed Method with published Methods.

and specificity. However, the sensitivity of this method is bet-
ter on theDRIVE database than other ridge detectionmethods
and some state-of-the-art methods. Also, the accuracy is a
little higher than other ridge detection methods. This shows
that we can detect smaller blood vessels with our method.

The performance of our approach is also analyzed, as pre-
sented in table 1 and table 2, using existing famous DRIVE
and STARE databases. We improved the accuracy and sensi-
tivity than other methods.

Table 4 compares the method performance with methods
that have recently been implemented in the DRIVE database,
which include standard deviations.More importantly, the sen-
sitivity, specificity, and accuracy of the human observer are
shown in Table 4 by using manual segmenting data from
the second observer. The sensitivity of the proposed method
is, Se = 0.7610, higher than all supervised methods pre-
sented in Table 4. The proposed method gives slightly better
accuracy than both Azzopardi Symmetric [60] and Azzopardi
Asymmetric [60] while its specificity is somewhat lower
than both Azzopardi Symmetric [60] and Azzopardi Asym-
metric [60]. Overall, the proposed method provides better
performance than almost all existing methods, particularly
the sensitivity.

On CHASE_DB1 dataset, the proposed method performed
better than the existing techniques as reported in Table 3.

C. ANALYSIS OF TINY VESSELS
Numerous segmentation methods are implemented, but lim-
itations have been observed in all methods, and there is
a lack of small vessels detection and decreased sensitivity.

These two limitations are related to each other because the
correct detection of small vessels improved the sensitivity
of the retinal vessel detection methods. We focused on the
detection of tiny vessels. For the observation, we compare
the result of the proposed method with the best-known meth-
ods (Nguyen et al. [55] and Zhao et al. [61]) based on the
detection of small vessels, and our method gave improved
sensitivity as shown in the Table 4.

D. PERFORMANCE ANALYSIS ON CHALLENGING RETINAL
IMAGES
The ability of retinal vessels segmentation method can be
tested on difficult images, and challenging images mean that
the images contain pathologies. Our proposed method has
the capabilities to detect appropriate vessels from challenging
images. Figure 14 shows the comparison of the results of our
method on challenging images compared to the Hou [73],
and Nuygen [55] methods. We observe that tiny vessels are
dropped in the Hou’s and Nuygen’s methods.

E. COMPARATIVE ANALYSIS ON SUPERVISED AND
UNSUPERVISED METHODS
The method’s ability to accurately segment vessels is proven
by comparing the performance of the proposed methods
with existing methods. The two most widely available public
databases are used, called DRIVE and STARE, for evaluation
purposes in almost all methods. Table 5 shows the comparison
of the performances of our proposed method with the existing
methods, and our proposed method gives comparable perfor-
mances with the existing methods.
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TABLE 5. Performance Analysis of Segmentation Model.

FIGURE 7. Consider that Figure (e) shows the result of our proposed
segmentation method, and which is compared to the output of Nguyen
et al. [55] (as shown in Figure (a)), and Zhao et al. [61] (as shown
in Figure (b) and Figure (c)) with the image of the gold standard (as
shown in Figure (d)).

FIGURE 8. The capabilities of the proposed retinal vessel segmentation
method are tested on pathology images. Figure (a) and Figure (e) are
manually segmented images. Figure (d) and Figure (h) are shown the
segmented output images of our proposed method as a comparison of
the output images of Nuygen (shown in Figure (b) and Figure (f)) and Hou
(as shown in Figure (c) and Figure (g)).

V. CONCLUSION
Variations in retinal blood vessel diameters can be used as
a tool for diagnosing eye diseases. For eye disease diagnosis,
the accurate detection of vessels is an essential task. Accurate
segmentation of retinal vessels in the presence of pathologies

and noise is a difficult task. In the literature, many ways of
retinal blood vessel segmentation are suggested. The gen-
eralized LoG function has shown the capability to model
objects in some interesting imaging applications. We can use
this behavior as a blob detector or as the ridge detector by
setting the parameter to σ . In this paper, the generalized LoG
function is used as a ridge detector and is comparedwith some
famous ridge detectors. For experiments, some famous ridge
detectors are implemented, and their performance is observed
on retinal images. It is observed that the proposed GLoG
function, when used as a ridge detector, much gives better per-
formance as compared to the other existing ridge detectors.
The proposed method was evaluated on the DRIVE,STARE
and database to observe the impact of our method compared
to other existing methods for detecting retinal vessels. Our
method obtained 0.785, a specificity of 0.967 and a accu-
racy of 0.952 on the DRIVE database and a sensitivity of
0.788, a specificity of 0.966 and a accuracy of 0.951 and on
CHASE_DB1, we achieved a sensitivity of 0.787, a speci-
ficity of 0.968 and a accuracy of 0.952. Our method surpasses
many existing methods and gives a comparable performance
with fewmethods, and its performance shows that ourmethod
can detect precise retinal vessels.
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