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ABSTRACT In sign language, when signed letters are continuously spelled based on backhand view,
a previous signed letter influences the trajectory of hand and fingers approaching the pause duration for
signing the current signed letter. Since those varied trajectories are regarded as parts of the current signed
letter, hand gesture during pause duration of the current signed letter is regarded as insufficient for recognition
of the current signed letter. The previous signed letters, and trajectories of hand and fingers between the
previous and the current signed letters should be included as data for classification. This paper proposes
a method of backhand-view-based continuous-signed-letter recognition using a rewound video sequence
with previous signed letter. In the method, a hand shape of previous signed letter and trajectories of finger
joints moving from the previous signed letter to the current one are detected, features are then extracted,
and finally, the features are classified for signed letter recognition. To evaluate performance of the proposed
method, experiments with 10 participants were performed 20 times each, and the results revealed 96.07%
accuracy approximately which were improved significantly from the conventional methods using forehand
and backhand.

INDEX TERMS Continuous signed letter, rewound video, previous signed-letter, backhand view, LSTM.

I. INTRODUCTION
In general, a sign language, which is basically expressed by
finger and hand gestures, consists of signed words and signed
letters. The signed letter is being used for personal names and
other proper nouns such as the name of cities, areas, regions,
companies, and, brands. It is also used when introducing
new technical terms and new words [1]. In fact, whereas the
number of words, used for the conversation in our daily life is
regarded as approximately 273,000 [2], the number of signed
words is counted approximately 10,000 [3]. This means more
than 200,000 words cannot be expressed by signed words,
and these are required to be spelled based on signed letters.
The sign letters in the American Sign Language (ASL) actu-
ally occupy 12-35% approximately [4] during full conversa-
tion. Moreover, hearing impaired teachers statistically utilize
more than 50% of finger-spelled words during classroom
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lectures [5]. Therefore, signed letter recognition is regarded
as important function in the development of automatic sign-
language interpretation system.

To develop the function of signed letter recognition for
the automatic sign-language interpretation system, practical
implementation requires mobile function in which a sensor
for capturing finger gestures should be installed on signer’s
body parts such as head, eye, chest, and so on. This raises
up a research problem of signed letter recognition based on
backhand view. Moreover, signed letters are isolated signed
gestures which are normally assumed to be independent.
However, signed letters are mainly used continuously for
spelling a word in the sign language conversation so that
a function of signed letter recognition requires continuous
signed letters rather than isolated ones.

Research works related to sign language recognition
including signed word and signed letter recognition have
been done by many researchers. These research works
can be divided into two groups; sensor-based [6] and
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vision-based approaches [7]. The sensor-based approach,
where sensors are installed on parts of human body
such as hands, fingers, and arms, takes advantage
in accuracy, because positions of fingers and finger
joints are accurately obtained. However, users may feel
uncomfortable by wearable sensors. On the other hand,
vision-based approach [8], [9] is more preference for users
due to unwearable sensors. The research works in the
vision-based approach can be divided into isolated [10]–[22]
and continuous [23]–[45] groups. The methods in the isolated
group are assumed to deal with isolated signed words or
signed letters, and also are available against the continuous
words and letters without any changes after segmentation.
On the other hand, the methods in the continuous group target
to recognize continuous words and letters which are partially
changed depending on the neighboring words and letters. The
methods in this group are technically divided into 2D and 3D
data usage approaches. The 2D approach [23]–[42] uses less
video and image data for speedy processing, but some words
and letters which require depth information are not available.
On the other hand, 3D approach [43]–[45] theoretically can
deal well with the words and letters which consist of depth
information of fingers. In this approach, Mittal et al. [43] pro-
posed a modified model for continuous sign language using
Leap Motion sensor. The model achieved high accuracy with
isolated words, but slightly low accuracy in signing sentence.
Fang et al. [44] proposed mobile sign-language interpretation
system called DeepASL for recognizing backhand-based
continuous words. This method processed a video sequence
of continuous words, by recognizing each word individually,
and achieved high accuracy. However, the beginning part
of each word in a video sequence of continuous words
is transformed from the previous word, and might change
depending upon previous word. Warchol et al. [45] proposed
a recognition of fingerspelling sequences in Polish sign lan-
guage using clouds obtained from depth images. This method
performed excellently in signing continuous signed letters
because it recognizes a letter by using not only information
of the current signed letter, but also post consecutive signed
letter. Both mentioned methods are assumed to deal with
forehand signs in which informative finger gestures can be
seen clearly. However, in the case of our research problem of
backhand-based continuous-signed-letter recognition, those
informative finger gestures are almost occluded by hand
and fingers so that features seen on the backhand must be
considered.

In order to classify a signed letter in a video sequence
of continuous signed letters based on the backhand view
as our research problem, the authors of this paper therefore
considered to utilize the information of not only the current
letter, but also previous letter, which influences the trans-
formation to the current letter. The transformation part of
the current letter or word which is normally located in the
beginning of a video sequence of letter, may be assumed
to be changed depending on the previous letter therefore a
recognizing signed letter should be trained with all possible

previous letters. In the case of English language, since there
exist 26 English letters with a couple of letters representing
space and starting of the signed letter mode, recognition of
a signed letter is possibly influenced by 28 previous letters.
Therefore, there totally exist 28 patterns for recognition of
a signed letter. Moreover, to sign a letter, it normally varies
in signing speed even when signing the same letter, an appro-
priate time-independent classification tool was selected as the
signed letter classifier in this paper.

This paper is organized as follows. Analysis of a backhand-
based signed letter in a video sequence of continuous letters
is described in Section II. Proposed continuous signed-letter
recognition based on backhand view, and experiments and
results are discussed in Sections III and IV, respectively. Dis-
cussion and conclusion are presented in Sections V and VI,
respectively.

II. ANALYSIS OF A BCKHAND-BASED SIGNED LETTER IN
A VIDEO SEQUENCE OF CONTINUOUS LETTERS
Backhand-view signed letters in American Sign Language
include fist and non-fist signs, that can be categorized based
on shape similarity into five groups: I, II, III, IV, and V, as
shown in Fig. 1. To spell continuous signed letters based on
a backhand, a signer normally uses a hand to sign letters for
listeners in front of the signer so that informative gestures of
fingers may be conveniently seen from the front side. While
listeners in the front of the signer can see the informative
finger gestures, a sensor of an interpretation system installed
on the signer chest for mobility purpose is assumed to see
backhand views. This means informative finger gestures are
supposed to be hidden by the hand, and a visual sensor can
track up only backhand data including backhand contour,
backhand skin, and so on, as shown in Fig. 2 (a). Recently
emerging Leap Motion sensor can excellently track 3D posi-
tions of finger tips and joints, as shown in Fig 2 (b). The
differences of velocity of finger joints and tips between
consecutive video frames during signing continuous signed
letters (Lt−1, Lt,Lt+1) can be plotted as a graph, as shown

FIGURE 1. Signed-letter group.
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FIGURE 2. Definition of sign-letter components: (a) 2D image, (b) 3D
positions of finger joint, and (c) Velocity difference between consecutive
video frames.

in Fig. 2 (c). The graph analytically shows a transform-
ing (T ), an approaching (A), and a pause (S) component in
each signed letter. Normally, the curve of the transforming
component shows a slope in which the differences between
a couple of consecutive video frames start from zero and
increase until reaching the peak. Consequently, the curve of
the approaching component starts from the peak and decrease
until reaching zero. Finally, zero curve which is paused for a
while shows pause component, and a signed letter based on
the sign language dictionary is signed. Therefore, the pause
component of a signed letter is regarded to be the most impor-
tant part for signed letter recognition. Practically, the sign
during a pause component of a signed letter is not always
correctly caught up due to occlusion, and this may confuse
the signed letter recognition. This means only a pause com-
ponent is regarded as insufficient for signed letter recognition.
We therefore consider rewinding a video sequence of a signed
letter (Lt ) from the pause period (St ) back to the timing
border with the previous signed letter (Lt−1). This concept is
considered as solution to be able to differentiate even signed
letters included in the same group which have similar back-
hand sign shapes. For instance, differences can be observed
when rewinding sign letters ‘‘M’’, ‘‘N’’, and ‘‘T’’ which are
included in the same Group I, as shown in the approaching
components surrounded by red ellipses in Fig. 3. However,
approaching (At ) and transforming (Tt ) components of the
current signed letter (Lt ) are observed to be varied depending
on the pause component (St−1) of the previous signed letter
(Lt−1), as shown in Fig. 4. For instance, the transforming and
approaching components of ‘‘F’’ are obviously varied when it
is signed following ‘‘M’’, ‘‘Y’’, and ‘‘V’’, as shown in Fig. 4.
Therefore, to recognize a signed letter on backhand view, not
only the current signed letter (Lt ) including transforming (Tt ),
approaching (At ), and pause (St ) components, but also the
pause component (St−1) of the previous signed letter (Lt−1)
are required as basic concept of this paper.

Since the sign during pause component exactly shows the
signed letter based on the sign language dictionary, most
of the related works employed the information (I ) of pause

FIGURE 3. Difference appearing a rewound sequence.

FIGURE 4. Difference of rewound sequence depending on previous
signed letter.

duration (I (St )) of the current signed letter to classify the
current signed letter (Lt ) as follows.

Classify (Lt) = Classify(I (St )) (1)

While most of previous methods dealing with forehand and
backhand views focus on information of the pause compo-
nent of the current letter, our proposed approach, which is
aimed to classify continuous signed letters based on backhand
view, uses fused information between the pause component
of the previous signed letter and the information of current
signed letter including transforming, approaching, and pause
components. The proposed approach can be mathematically
expressed in term of information (I ) by the conditional prob-
ability as follows.

Classify(I (Lt )) = Classify(I (St−1)+ I (Tt )+ I (At )+ I (St )

(2)

I (Tt ) = − logP(TtSt−1) (3)
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then, our proposed method classify the current signed letter
as follows.

Classify (I (Lt))

= Classify
{
log

(
1

P(St−1)

)
+ log

(
1

P(Tt |St−1)

)
+ log(

1
P(At )

)+ log(
1

P(St )
)
}

(4)

where P represents probability.
Based on the mentioned equation, the transforming com-

ponent (Tt ) of the current signed letter (Lt ) is influenced
by the pause component (St−1) of the previous signed letter
(Lt−1). Suppose the number of signed letters is 26, then the
transforming component (Tt ) of the current signed letter (Lt )
is possibly varied by 26 patterns, as shown in Fig. 5. The
transforming components (Tt ) surrounded by red rectangles
are varied based on the pause component (St−1) of the previ-
ous signed letter (Lt−1). These patterns of video subsequence
including transforming (Tt ) of the current signed letter (Lt )
and pause component (St−1) of the previous letter (Lt−1) are
proposed in this paper to train in a classifier.

FIGURE 5. Transforming part of the current signed letter depending on
the previous signed letter.

Moreover, signing speed normally varies based on signers
and time even by the same signed letter (e.g. ‘‘T’’), as shown
by examples in Fig. 6. Although the same signed letter,
it is not necessary to perform the same signing speed. This
becomes a difficulty for classification, since the patterns
representing feature vary in time. These patterns logically can
be represented by series of state, which transits by probabil-
ity, and described by a state transition diagram. Therefore,
classifier of signed letter in our proposed method should be

FIGURE 6. Same signed letter in different signing speed.

FIGURE 7. Trajectories of joints and tip of a thumb for ‘‘N’’ signed letter.

selected to be able to deal with time independent data such as
HMM, LSTM, and so on.

The mentioned average velocity differences are results
obtained from 3D coordinates (X ,Y ,Z ) of three joints and a
tip in each finger, totally 20 coordinates for five fingers on a
hand. Normally, these finger joints and tips move freely in 3D
space for signing signed letters. If a signer signs a signed
letter, the trajectories of joints and tips are considered to be
performed in the same pattern, as shown by a sample of ‘‘N’’
signed letter in Fig. 7. Due to different sizes of human hands,
the trajectories of joints and tips might be varied, practically
it should be normalized in order to absorb the difference of
hand sizes.

III. PROPOSED CONTINUOUS SIGNED-LETTER
RECOGNITION BASED ON BACKHAND VIEW
Based on our basic concept mentioned above, the proposed
method has been implemented, and overall proposed method
with a flowchart is mentioned in subsection A. The details of
all processes including signed letter sequence segmentation
and pause duration detection, feature extraction, and classifi-
cation are consequently explained in subsections B, C, and D,
respectively.
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A. OVERALL PROPOSED METHOD
As overall of the proposed method is implemented based on
the mentioned basic concept, as shown in Fig. 8, the system
starts by inputting a sequence of video frames representing
continuous signed letters. These continuous signed letters are
segmented into several signed letter sequences at the process
of signed-letter sequence segmentation. The segmented video
sequences representing signed letters are then used to detect
pause duration of all signed letter sequences at the process
of pause duration detection. Both of mentioned signed letter
sequence segmentation and pause duration detection would
be introduced in subsection B. Finally, the segmented video
sequences representing signed and video frames during pause
duration are used to extract features and classify in which
details are described in subsections C and D, respectively,
and the classified signed letters are the output as recognition
results.

FIGURE 8. Flowchart of the proposed method.

B. SIGNED LETTER SEQUENCE SEGMENTATION AND
PAUSE DURATION DETECTION
When video frames representing continuous signed letter
sequences are used as the input into the system, as shown by
an example of continuous signed letters in Fig. 9 (a), the video
sequence practically can be segmented into several sequences
representing signed letter, e.g. ‘‘mode starting’’, ‘‘F’’, ‘‘A’’,
‘‘N’’, and ‘‘Y’’. In the example, 3D position information of
finger joints is obtained by a Leap Motion sensor, and colors
in the Fig. 9 (a) differentiate fingers in a frame. If we take
speed average of 15 joints and five tips (totally 20 points),
it can be expressed in a velocity graph, as shown in Fig. 9 (b).
It is observed that in the pause duration (Si) where a finger
gesture representing a signed letter (e.g. ‘F’, ‘A’, ‘N’, ‘Y’’
in Fig. 9) based on the sign language dictionary, would be
allocated in the back of a signed letter sequence, and signing
a letter starts from the end of the pause duration of the
previous signed letter, pass transformation duration (Ti) in
which the average speed (v) is increased to reach the speed

FIGURE 9. Proposed subsequence detection: (a) 3D data, (b) 3D velocity,
(c) Smoothing (MSf), and (d) Pause duration detection(Ss).

peak, and then the average speed decreases in the duration
called approaching (Ai) to approach the next signed letter in
the pause duration. Since there exists many local peaks in the
graph of a signed letter sequence and may cause a problem
of missing the peak speed, smoothing process is needed to
delete those local peaks, as shown in Fig. 9 (c). To detect the
pause duration whose average speed theoretically becomes
zero, is possibly detected by finding the starting frame of zero
average speed as the border of the pause duration. However,
practically there exist noises so that a threshold value should
be set up based on the whole data of average speed, and the
threshold would be used to suppress the noises, as shown in
the following equations.

Th =
p
M

∑M

i=1
|9i −9i+1| (5)

where p is a parameter for segmentation.

µi =

{
0, 9i < Th
9i, 9i ≥ Th

(6)

where i = 1, . . . ,M .
The algorithm of the proposed signed letter sequence seg-

mentation and pause duration detection is depicted in the
Algorithm 1.

C. FEATURE EXTRACTION
To extract feature for classification in the next process, effec-
tive features should be determined and fed to the classifier.
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Algorithm 1 Signed Letter Segmentation and Proposed Sub-
sequence Detection
1: STRAT

// 3D Velocity of all joints in hand
2: REPEAT
3: COMPUTE an average velocity calculation of all

joints of consecutive frames as Xf
4: UNTIL frame number = N

// Normalization
5: REPEAT
6: COMPUTE normalization Xf into the range of 0

to 1 as Nf
7: UNTIL frame number = N

// The moving average smoothing
8: COMPUTE Nf with zero padding as Zp
9: REPEAT
10: COMPUTE Zp with the moving average among

consecutive frames by n as MSf
11: UNTIL frame number = N

// Adaptive thresholding
12: REPEAT
13: COMPUTE the timing frame of borders of each

word asWn
14: COMPUTE equation (5) to set thresholding (Th)

of Wn
15: COMPUTE equation (6) for suppressing noise to

zero
16: UNTIL frame number = N

// To find the timing frame of proposed subsequence
17: REPEAT
18: COMPUTE the starting frame collection
19: CASE starting frame from zero slope asMn
20: UNTIL frame number = N
21: COMPUTE the timing frame of borders between
sequences ofMn and Nn+1 to set proposed subsequence (Ss)
22: END

Since a LeapMotion sensor retrieves coordinates of all finger
joints and tips of a hand, palm center, and wrist center, hence
these data are useful and effective for classification. However,
all coordinates may be moved in the 3D free space according
to trajectories for signing signed letters in which the origin
(0,0,0) is allocated at the sensor itself. These coordinates
and trajectories may be varied based on distance from the
hand to the origin while wrist is always moved together.
If those trajectories are observed from the wrist, it seems
to be patterned after each sign letters. Therefore, this paper
proposes to convert the original origin to the wrist center as
the new origin, and determine the coordinates of finger joints
and tips based on the new origin at the wrist as features for
classification. Practically, the coordinates of joints and tips
of thumb, index, middle, ring, and pinky fingers, as shown
in Fig. 10, are converted to the ones of the new origin at
the wrist center using the equation (7). The algorithm for
feature extraction is illustrated, as shown in Algorithm 2.

FIGURE 10. Coordinates of finger joint and tip as a classification feature.

Algorithm 2 Detection of Joint Trajectories
1: START
2: SET Fj = 3D hand joints, K = the number of signed

letters,N = the number of frames of each signed letter
3: REPEAT
4: REPEAT
5: COMPUTE normalization Fj to the range of 0 to 1 as Nh
6: COMPUTE arrangement of Nh in array data structure

for classification
7: UNTIL frame number = N
8: UNTIL signed letters = K
9: END

Moreover, since finger size may vary depending on person,
coordinates of finger joint and tip would be differentiated
among people. In order to solve the problem of different
data, especially between training and testing done by different
people, finger size should be registered in advance, and all
coordinates should be normalized in practice.

Pnew (i, j) =
N∑
i=1

M∑
j=1

(P (i, j)− P (i, h)) (7)

where P and Pnew represent 3D coordinates (X ,Y ,Z ) of joint
and tip positions based on original and new origins, and i, j,
M , N , and h stand for video frame, finger joints and tips, the
total number of video frames, the total number of finger joint
positions, and wrist joint position, respectively.

D. CLASSIFICATION
Since finger joint positions sensed by the LeapMotion sensor
might be slightly changed due to different speed of finger
motion for signing at the moment, those differences should be
adjusted. In this paper, the designed template would quantize
the sensed finger joint positions, absorb the differences occur-
ring in different signing time, and create a series of binary
codes representing a signed letter. Moreover, the signed letter
dynamically appears in a sequence of video frames, the pat-
tern in a signed letter sequence may transit in several states.
To classify the signed letters, classification tools, which
enable to deal with state transition, should be considered
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FIGURE 11. Long short-term memory (LSTM) networks.

TABLE 1. Classification specifications.

by users to select as a classifier in their applications. This
paper basically employs a series of quantized finger joint
positions as input data, feed them to Long Short-Term Mem-
ory (LSTM) networks [46] for training in advance, and clas-
sify them based on the trained database into signed letters.

Users may set up number of input nodes based on binary
digits of a series of the signed letter code, and number of
classified signed letters as output nodes.

IV. EXPERIMENTS AND RESULTS
To evaluate performance of the proposed method, a Leap
Motion sensor was installed on the chest of 10 participants,
as shown by a photo in Fig. 12, and video clips of continuing

FIGURE 12. Photo of the experimental setup.

TABLE 2. Experimental specifications.

TABLE 3. Accuracy comparison between proposed and conventional
methods.

two signed letters were recorded in a storage for evalua-
tions. The specifications of the experimental system such
as Leap Motion sensor, computer system, video, and so
on are depicted in Table 2. Due to excellent ability of the
Leap Motion sensor which can be used in both outdoor and
indoor, experiments have been performed in environments
in which background and light were not controlled. The
participants were well trained in signing signed letters and
using the experimental system before starting data collection.
Recorded video clips of continuing signed letters were pro-
cessed according to our proposed method, and experimental
results in average accuracy rate are shown in Table 3. In
that table, the experimental results of our proposed method
are compared with conventional methods based on isolated
signed letters using forehand in 2D [10] and 3D [19], and
backhand in 2D [22], as shown in the 2nd to 4th rows, and con-
tinuous signed letters using forehand in 2D [41], [42] and
3D [45], as shown in the 5th to 7th rows. The experimental
results of the proposedmethod based on backhand view in 3D
is allocated in the bottom row. To show the improvement
in accuracy of each signed letter, recognition results of the
proposed method are compared with conventional methods,
as shown in Table 4. The average accuracy rates of each
signed letter performed by conventional methods using iso-
lated signed letter in 2D for forehand [10], and backhand [22],
and forehand in 3D [19] are shown in columns 2-4, and the
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TABLE 4. Comparison of signed letter recognition accuracy.

ones with the method using continuous signed letters for
forehand in 2D [42] are revealed in the 5th column. Finally,
the accuracy of each signed letter and its standard deviation
performed by the proposed method are introduced in the 6th

and the last columns.

V. DISCUSSION
To solve the research problem of continuous backhand-
signed-letters recognition, the pause duration of previous
signed letter and rewound video of the current signed letter
are used as state transition pattern for recognition in this
paper. For instance, ‘‘M’’ and ‘‘N’’ signed letters would be
recognized using not only pause (St ) of the current signed let-
ter as most of the conventional methods but also transforming
(Tt ) and approaching (At ) components of the current signed
letter with the pause component (St−1) of the previous signed
letter, as shown in Figs. 13 (a) and (b). In case of signed
letters in the same group (e.g. ‘‘M’’ and ‘‘N’’), as explained

FIGURE 13. Examples of continuous signed letter sequence used in
proposed method: (a) ‘‘M’’ signed letter, (b) ‘‘M’’ signed letter, (c) ‘‘N’’
signed letter, and (d) ‘‘N’’ signed letter.

in Fig. 1, it seems to be difficult to classify, as seen by pause
components (St ) of ‘‘M’’ and ‘‘N’’ in Figs. 13 (a) and (c).
Compared with this, our proposed method adds not only
information of rewound sequence including transforming
(Tt ) and approaching (At ) components of the current let-
ter (Lt ) but also the pause component (St−1) of the pre-
vious signed letter (Lt−1). Comparison between rewound
sequences of ‘‘M’’ and ‘‘N’’ shown in Figs. 13 (a) and (c)
obviously reveals some differences in approaching and espe-
cially transforming components surrounded by ellipse. How-
ever, a couple transforming components (Tt ) of the same
current signed letters (Lt ) are not necessary to be the same,
as shown by examples of ‘‘M’’ and ‘‘N’’ signed letters
in Figs. 13 (a) and (b), and Figs. 13 (c) and (d), respectively.
Those transforming components (Tt ) are observed to depend
on the pause component (St−1) of the previous signed letter
(Lt−1) which are ‘‘B’’ and ‘‘I’’, as shown in Fig. 13.
To analyze errors of the proposed method, a confusion

matrix of 26 ASL signed letters reveals recognition results
in per cent by correct ones on the diagonal line, and missed
recognition distributed in other signed letters, as shown
in Fig. 14. Some signed letters such as ‘‘J’’, ‘‘N’’, ‘‘U’’, ‘‘X’’,
‘‘Y’’, and ‘‘Z’’ faced many errors which should be espe-
cially considered for prevention. In analysis of those errors
for solution strategy, some errors were found that the Leap
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FIGURE 14. Confusion matrix of experimental results based on ASL
signed letters.

FIGURE 15. Error example caused by sensor.

Motion sensor could not retrieve joint positions correctly
due to occlusion. Examples of this kind of device error are
shown in Fig. 15. Joint positions and finger trajectories of
‘‘Y’’ and ‘‘I’’ signed letters were not correctly sensed and
estimated by the Leap Motion, as shown in the first rows of

FIGURE 16. Error example caused by sensor.

Figs. 15 (a) and (b), respectively which originally should be
as ground truth at the bottom rows. Unfortunately, it was sim-
ilar to ‘‘A’’ and ‘‘S’’, respectively, andmisclassified, as shown
in the second rows of Figs. 15 (a) and (b), respectively,
as the signing hand position was varied depending on person
and some key finger gestures were occluded in some angles
against the Leap Motion sensor. To solve this problem as
future work, stereo Leap Motion sensors and depth sensor
should be considered as tools for sensing hidden gestures.
Similarly, some couples of similar signed letters such as
‘‘U’’ and ‘‘R’’, and ‘‘X’’ and ‘‘D’’ and so on, as shown
in Figs. 16 (a) and (b), respectively, which originally hard to
classify, also faced occlusion problem due to some angles
against the LeapMotion sensor. To solve this problem of orig-
inally similar signed letters, not only usage of stereo sensor
and depth sensor, as mentioned in Fig. 15, but also the post
signed letter should be considered for solution. Moreover,
since the Leap Motion sensor was fixed on the participant
chest during the experiments, finger joint positions were allo-
cated in the available scope. In some practical environments,
users cannot avoid the movement and vibration of the sensor
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which might influence the recognition results. The sensor
movement and vibration may affect the available sensing
scope, and it is possible for the signing hand to be out of the
scope. The problems of vibration and movement should be
also considered as future work.

VI. CONCLUSION
This paper proposed a continuous signed-letter recogni-
tion method based on backhand view using rewound video
sequence and previous signed letter information. It was found
that most of backhand-view signed letters look similar with
other signed letters due to occlusion of informative finger
gesture in the front view. If video sequences approaching
the signed letters were rewound, differences between similar
signed letters could be observed. However, the rewound video
sequences were actually varied depending on the previous
signed letters. The different previous signed letters were
found to influence even the same signed letters. Moreover,
the signing speed might be varied all the time even from the
same signed letter so that time independence pattern could
be considered for recognition. Our proposed method there-
fore utilized rewound video sequence of the current signed
letter with the information of the previous signed letter, and
classified the signed letter based on time independence. The
proposed method was implemented based on Leap Motion
sensor and LSTM as hand sensor and time-independent clas-
sifier, respectively. The experiments with well-trained 10 par-
ticipants revealed significant improvement in signed-letter
recognition accuracy compared with conventional methods
using forehand and backhand views.
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