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ABSTRACT The potential growth in datamining has an important aspect on security due to the consideration
of the data as an asset. The provisioning of protection in a public infrastructure fails to ensure privacy
disclosure of an individual’s information. Differential Privacy (DP) is a promising solution for assuring
privacy protection by injecting noise using the Laplace mechanism or Exponential mechanism. The access
of data by analysts is performed via edge devices. A common problem identified from previous research
work is the leakage of privacy at the edge layer and data accessed by unauthorized people. To address the
problem, this paper proposes DP-FCNN, that implements Differential Privacy using a Fuzzy Convolution
Neural Network (FCNN) with Laplace Mechanism for injecting noise. The processes handled here are data
processing and query processing. The dataset is uploaded by the data owner to the data provider, who is
responsible for injecting noise and then encryptingwith Piccolo encryption before uploading it into the cloud.
Based on the uploaded dataset, the data owner constructs a hash index from the extracted key attributes by
using the BLAKE2s algorithm for performing hashing. The hash index is fed into the edge server to form
a Merkle hash tree due to the data leakage at the edge is eliminated. On the other hand, requests/queries by
the data analyst are authenticated by the data provider. The hash tree in the edge server then searches for the
corresponding data, extracting it from the cloud and delivers it to the data analyst in an encrypted format.
Every authenticated data analyst is provided with a decryption key for retrieving the query result. This is
implemented using Java and the results show better efficiency in terms of scalability, processing time and
accuracy.

INDEX TERMS Differential privacy, fuzzy, convolution neural network, Merkle hash tree.

I. INTRODUCTION
In the modern industrial era, the need for preserving an
individual’s privacy has been brought to attention by the
numerous data breaches that have been plaguing even the
most successful organisations and companies. The tradi-
tional ways of protecting the confidentiality of data, such
as cryptography, would destroy the utility of the data as it
would prevent any algorithm from accessing the data at all.
Differential Privacy (DP) is a guaranteed standard solution
that offers privacy for a dataset by holding on to the individ-
ual’s personal information. In recent days, data is collected
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from different environments. It also includes the Internet of
Things (IoT). Hence, the data can be related to healthcare,
smart home, vehicle communication, smart grid and other
applications [1]–[4]. The need for privacy exists in every
real-time application. In these applications, the private data
collected from individuals suffers from differential attacks.
DP is generally categorized into two types as centralized DP
(CDP), local DP (LDP) [5], [6]. In CDP, the gathered data is
stored into a trusted entity which is responsible to performDP
in order to deliver the processed data to analysts. In DP, a pri-
vacy parameter ε plays a vital role in determining the security
of the data. The properties in DP are guaranteed to provide
full assurance for safeguarding the personal information.
The major reasons for using DP are illustrated below:
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1) It provides data privacy with simpler computations
that enable support with the construction of blocks of
privacy.

2) In post-processing by analysts the retrieved result
cannot be extracted without knowing the information
regarding the database in which it is uploaded.

3) The tradeoff that exists between data privacy and accu-
racy is effectively managed.

In DP, privacy for a dataset is obtained by adding noise
into the uploaded data. The adding of larger noise tends to
improve privacy while the accuracy is reduced. Hence the
adding up of noise is required to be a correct ratio and so
the balance between accuracy and privacy could be achieved.
DP is presented by incorporating clustering and machine
learning algorithms as Support Vector Machine (SVM) and
deep learning [7]–[10]. Laplace random noise is the most
common mechanism that is applied into a dataset for pri-
vacy. The selection of ε using different algorithms reflects
on privacy of the data. Similarly, the addition or removal of
a bit of data from the entire dataset should not impact the
query results. Meanwhile, the performance of DP makes it
harder for any type of attacker to guess the sensitive attributes
that are present in the dataset. The process of DP is essential
to address all the security aspects from the query till the
response from the database.

The data analyst submits their request to the database for
the required data via edge computing. Here edge computing
plays a vital role in connecting front-end people with the
back-end database. For years, edge computing has been used
for providing better transfer rates and response times to the
end user. This has been done by distributing the computation
load to the edge servers, especially in the case of data centers,
such that the edge servers are closer to the end user. However,
this ease in computation in edge computing comes at the cost
of security and privacy. The edge servers, being closer to the
end user, come with a need to preserve the privacy of the
end user’s data and are more prone to data leakages. At the
edge, the devices used can be gateway, routers, fog, switches,
access points and others. These edge devices are not enabled
with the assurance of security and hence they are untrusted
in this system. The edge, being an intermediate entity, is vul-
nerable to leaking information. In case the communication
link between the user and the edge is broken or hacked,
then the privacy for personal information is not assured.
Due to these reasons, DP is also incorporated into edge
computing where the security risk is large [11]–[13]. The
existence of common challenges in the provisioning of DP
here is,
• The adjustment of parameters for improving the data
utility based on the size of the datasets that is present
in the database.

• The structure of each dataset is different from one
another and hence the use of the same parameters for
each dataset reduces security strength.

• Required to respond to (support server response for)
queries from multiple analysts at a time.

• Data dimensionality variations for the dataset are
not able to provide efficient privacy in case of a
non-adaptable privacy parameter.

• Untrusted edge devices leak out the information either
with intention or without intention.

In this paper, differential privacy is presented with a combi-
nation of artificially intelligent and deep learning methods for
efficient addition of noise. This model combines fuzzy logic
and convolutional neural networks such that the fuzzy mem-
bership functions are fed into the convolutional networks in
order to produce noise. The entities at the edge are untrusted
and hence they are appointed only for forwarding the request
and searching results for the given query. In order to make
the searching secure, this work presents a Merkle hash tree
using which the edge can search and retrieve corresponding
data from the cloud, which has been encrypted using Piccolo
encryption, a lightweight encryption method. Additionally,
the data analyst is authenticated with credentials due to
increased security threats. Therefore, a completely refined
security system is designed. The organization of this research
paper is further elaborated in the following subsections.

The key contribution of the proposed research work is
summarized as follows:
• Two-fold process of uploading the data owner’s dataset
and serving analysts queries with the improvement of
accuracy as well as privacy protection.

• The ε parameter is effectively added from a combination
of Fuzzy Convolution Neural Network FCNN) using
the Laplace mechanism. This is performed by analyzing
the sensitivity and attributes of the dataset, so that it is
applicable to datasets of different dimensions.

• Public cloud is untrusted, so the data is encrypted using
the lightweight Piccolo algorithm and then it is uploaded
into the cloud.

• Untrusted edge devices are equipped to search analyst
queries in a Merkle hash tree that ensures the edge
devices have no knowledge about the data. The search
results are extracted from the cloud in an encrypted
format and delivered.

• The analyst is authenticated using individual credentials
before they are provided with a decryption key. Here
hashing is performed with the lightweight BLAKE2s
algorithm.

• The incorporation of lightweight algorithms ensures that
lesser resources are consumed and that they also perform
faster. The use of the public cloud and an untrusted edge
device is effectively presented by holding the data in an
encrypted format and searching in the hash values.

The rest of this paper is organized as follows. Section II
gives the initial knowledge of Differential Privacy for under-
standing the idea of our paper, Section III details the previous
research work that has been done in DP for provisioning pri-
vacy protection, Section IV highlights the common problems
that exists in DP, Section V describes the proposed solutions
that are defined to solve the identified problems, Section VI
illustrates the experimental evaluation of this proposed work
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that justifies improvements and Section VII concludes this
research along with future directions.

II. PRELIMINARY KNOWLEDGE
DP is a privacy provisioning method that is employed with
the property of including noise into the dataset. The added
noise ensures the protection for the private information that
is present in the uploaded dataset. In this section the common
steps that are followed in DP and their definitions are dis-
cussed. In this section, Figure 1 illustrates the process where
data analysts query into a differently private framework. Here
n data analysts request the database for receiving their query
response. The mechanisms for adding noise into the dataset
are Laplace mechanism and exponential mechanism. The
data gathered from different environments is outsourced into
the public database. The sharing of data in this way meets
the security constraints since outsourcing sensitive data with
personal information is not advisable in recent days due to the
increased vulnerabilities and threats [14], [15]. Let D and D′

represent two neighboring datasets that are not similar since
they differ by one dataset entry. In order to secure the private
information in the dataset, noise ε is added. By adding this
noise, it is not able to predict whether the particular entity
exists in the database or not.

Rr [R(D) ∈ Ss] ≤ exp(ε)× Rr [R(D′) ∈ Ss] (1)

The term Rr indicates randomness of the R algorithm, Ss is
the subset of Pr where Pr represents the possible output sets
obtained from R. The ε is the privacy budget that defines
the level of privacy protection provided to the data. The
lower the value of ε selected, the stronger the privacy [16].
The protection in DP is provided by two categories as local
and global sensitivity. The maximum changing value for the
adjacent dataset is expressed as per the following equation,

4F = MAX{D,D′||F(D)− F(D′)||1} (2)

4F is the varying output result that is formulated from F
represents the function of global sensitivity and the first order
distance between D and D′ is given in the function of F(D)
and F(D′) as ||F(D)− F(D′)||.

FIGURE 1. Process of differential privacy.

The Laplace Mechanism [17] is performed as per the
Laplace distribution, let Q be the query from analyst. This
Laplace mechanism satisfies the chosen ε parameter and the
expression is given as,

R(x) = Q(x)+ Lap(
4Q
ε

) (3)

The Laplace mechanism is defined with a scale factor 4Q
ε
,

where the givenQ is mapped into the dataset which is present
in the form of string, strategy or tree. The exponential mech-
anism is defined based on the exponential distribution.

III. PROBLEM DESCRIPTION
The major problems identified in the field of DP are high-
lighted in this section. A personalized differential privacy
scheme was implemented to secure a smart home model
based on fog computing [18]. The privacy level was estimated
from the trust distance, measured from the Markov process.
Then, in machine learning algorithms two approaches were
developed to ensure privacy based on the estimation of weight
using classification and regression tree (CART) method [19].
The noise to be added is computed using the attribute weights
by decision tree. Later, if the ε value was poor, the deep
NN was processed. The problems defined in these works
can be defined as follows: the initial ε value has to be
efficient in order to reduce repeated computation and the
use of decision tree results in inaccurate output due to poor
estimation of weight, which in turn leads to poor selection
of ε. Then the parameter used for DP has to be significant.
The distance-based privacy level estimation was not optimal,
since the distance depends on the device’s mobility. Even
the devices at a short distance may contain larger sensitive
data. In the Markov model, only three privacy levels were
defined. The distance between the device and the fog server
was hard to confine within three different privacy levels.
Hence, the privacy level has to be determined based on the
information of the data. The process of authentication and
secure data storage was also employed in [20], [21]. The
problems that existed while providing authentication and
secure data storage were: The data miner was authenticated
using her ID which is not a strong credential, since the ID
of the user can be retrieved easily. Secondly, the decryption
key was provided only after authentication, so anyone with
an authenticated ID would act as a data miner and decrypt
the received data. Kd-trees based cannot support the increase
in the dimensionality of the dataset. Advanced Encryption
Standard (AES) based secure data storage increases compu-
tations and hence requires more resources for encrypting and
decrypting the data. To solve these overwhelming problems,
we propose a framework, which ensures differential privacy
along with authentication and secure storage as a solution in
this research.

IV. PROPOSED FRAMEWORK
The proposed DP-FCNN is presented in this section with
a detailed solution for the problems defined in DP. This
section discusses three subsections as System Design, Data
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Processing and Query Processing. The common entities that
are involved in the proposed system are elaborated and the
algorithms used are explained in detail.

A. SYSTEM DESIGN
The proposed DP-FCNN system is modeled with the major
definitions that are required to build the system. The entities
that are involved in this system are data owner, data provider,
edge server, data analyst and cloud. There exist multiple data
analysts that try to access the data and multiple data owners
that upload the data. The definition for each entity used in the
system is illustrated below:
• Data Owner: The data owner uploads a dataset of any
type. The complete dataset is uploaded along with the
index for the dataset which is required for searching
purpose of data analyst. The data owner is assumed to
be trusted in this system.

• Data Provider: This entity is the most trusted in the
systemwhich is responsible to inject noise, encrypt data,
hash the index values and then authenticate the data
analyst.

• Edge Server: This entity is connected with the data
provider and the cloud to provide access for the data
analyst query. They are responsible for forwarding the
query to the data provider, searching the query from the
hash tree and retrieving files from the cloud.

• Cloud: As known, the cloud is a public database used in
this work, which stores the data incoming from the data
provider and delivers it to data analysts via edge server.

• Data Analyst: The data analyst is also known as a data
miner who submits their query to edge and receives a
decryption key and response from edge.

This proposed system is categorized into two processes:
one for the data owner and the other for the data analyst.
Firstly, the data owner uploads the dataset into the data
provider. Then the data provider determines the ε value using
FCNN with the Laplace mechanism and then encrypts the
data using the Piccolo algorithm. The encrypted data is given
to public cloud for storage. On the other hand, the index terms
received from the data owner are converted into hash using the
BLAKE2s algorithm and constructed as aMerkle hash tree in
edge server. In this work, the data provider is the only trusted
entity that participates in the system for privacy protection
and authentication of the data analysts.

Secondly, the data analyst submits a query to the edge
server, which is forwarded to the data provider. The data
provider verifies the security credentials of the data analyst
and then allows access to search query. The query is in the
form of a hash and so it can be searched for in theMerkle hash
tree, after which the encrypted results are obtained from the
cloud. Meanwhile, the authenticated data analyst will receive
its decryption key for decrypting the data. The entire process
handled in this proposed system is depicted in figure 2.
As shown in the figure, the data analyst operates on a set of
4 processes whereas the data owner operates with a set of
5 processes.

FIGURE 2. Proposed DP-FCNN framework.

B. DATA PROCESSING
The data owner begins to upload the dataset into the data
provider, then the provider estimates ε based on the dataset
using FCNN algorithm. The parameters involved in fuzzy
logic are sensitivity and the dataset attributes.
Definition 1 (Sensitivity): This is a significant measure

that specifies the amount of noise that is required to be added
into the dataset in order to ensure privacy. This is defined
based on the variation of the output as a result of the addition
of noise into the dataset.
Definition 2 (Attributes): The attributes are the fields that

are present in a dataset. The attributes differ based on the
type of dataset. For instance, if the dataset is related to health
disease the attributes will be of patient name, age, gender and
other health issues. These attributes also play a vital role in
the dataset.

These two constraints are taken into account for defining
the noise ε parameter that is to be included into the dataset.
This determination is carried out using the FCNN algorithm.

The CNN is composed of five layers as input layer, convo-
lutional layer, pooling layer, fully connected layer and output
layer. The fuzzy membership functions are generated from
sensitivity and the dataset attributes, further these functions
are fed into the convolutional layer and then ε is estimated
from the Laplace mechanism and added into the dataset. As a
result we obtain a dataset with noise added into it. Consider
ρ(P) and V (P), the standard deviation and the variance of the
probability density function P . P is given as,

(P) =
√
V (P),V (P) = 2S2 (4)

where S =
√
4Gs
ε

, where Gs denotes the global sensitivity.
Therefore the output of the standard deviation and variance is
formulated as follows:

(ρP) =

√
2V4

G2
s

ε2
(5)

(ρP) = 2(
G2
s

ε2
)2 (6)
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From the estimated ε values the noise is added to protect
privacy. In FCNN, the input layer extracts the entities and the
attributes present in the dataset. By looking at the member-
ship functions in the convolution layer, the importance of each
record is predicted. The Laplace mechanism is then applied
for determining what is added into the data and then retrieved
at the output layer. The resulting probability output from the
fuzzy is taken into account for predicting the ε using the
Laplace mechanism. After prediction, the noise is added and
the output will be data with noise added to it.

Here the fuzzy logic system consists of three key compo-
nents: the fuzzifier, the inference engine and the defuzzifier.
The first component is employed for converting the input
into a fuzzy set so that it can be processed in the inference
engine. So, the input attributes in the dataset are transformed
into processable fuzzy sets. Then, the defuzzifier converts
back the fuzzy set into crisp values. As per the obtained crisp
values, the Laplace mechanism is applied for determining ε.

FIGURE 3. Fuzzy membership functions from fuzzy rules.

The fuzzy rules in FCNN are defined as shown in Table 3,
by which the security parameter is defined. Further, using
the output value from the convolution layer, the Laplace
mechanism is applied using which the specified amount of
noise is added into the dataset.

As shown in Figure 4, DP is applied for the uploaded
dataset to ensure privacy for personal information. However
here the other sensitive attributes are not hidden. Thus a
lightweight piccolo algorithm is applied for encrypting the
dataset. Piccolo is a block cipher lightweight algorithm that
is stronger against differential attacks. Due to this property,
the piccolo block cipher is used for encrypting the data before
uploading it into the cloud. The input block of 64-bit is
processed with a key of 80-bit or 128-bit. As per the used
key length, the number of rounds for processing are defined.
The steps followed in piccolo encryption are given below:

FIGURE 4. FCNN design.

• Step 1: Consider X64 as the input block that is given into
a lightweight piccolo block cipher.

• Step 2: From the master keys generate whitening keys
and round keys.

• Step 3: Deploy four Feistel round functions i.e.
F-functions having 16-bit level.

• Step 4: This level consists of a 4-bit S-box that is enabled
to process in parallel.

• Step 5: Then MixColumns is performed that combines
the columns of the state by using a particular transfor-
mation. This transformation is performed using nibble
level.

• Step 6: On completion of F-function, the whitening sub-
key is added and then the plain text is encrypted as Y64.

The encryption procedure is depicted in Figure 5 using
which the input noise added dataset is encrypted. Since the

FIGURE 5. Piccolo encryption.
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public cloud is not trustable, after encrypting the data, it is
stored into the cloud environment. The stored data is also
composed of the hashed index terms with which it gives only
the required content as response to edge server. On the other
hand, the index terms extracted from the dataset is also given
to data providers for efficient search results. These index
terms are converted into hash values for the purpose of pro-
viding security while searching. For hashing the index terms,
BLAKE2S is applied which is also a lightweight algorithm.
BLAKE2S is suitable to be operated on platforms of 8-bit
to 32-bit. A size of 32-bit index term will be converted into
256-bit hash value. Initially, the input index term is divided
into 512 blocks. The round function of BLAKE2S is defined
as 4× 4 matrix that is represented as,

M =


v0 v1 v2 v3
v4 v5 v6 v7
v8 v9 v10 v11
v12 v13 v14 v15

 (7)

The terms {v1, v2, · · · , v15} represent the 32-bit index
words that are present, M denotes the intermediate state that
is initialized. 12 rounds are performed in BLAKE2S. Then
the G functions are expressed as

G0(v0, v4, v8, v12),G1(v1, v5, v9, v13),G2(v2, v6, v10, v14),

G3(v3, v7, v11, v15),G4(v0, v5,v10,v15),G5(v1, v6, v11, v12),

G6(v2, v7, v8, v13),G7(v3, v4, v9, v14). (8)

The following set of 8 steps is performed for determining
Gi functions: Step 1: a = a + b + m(ρr(2i)), Step 2: d =
(d ⊕ a)� 16, Step 3: c = c+ d , Step 4: b = (b⊕ c)� 12,
Step 5: a = a+b+m(ρr(2i+1)), Step 6: d = (d⊕a)� 8, Step
7: c = c + d , Step 8: b = (b ⊕ c) � 7, where ρr indicates
the permutation,⊕ denotes the XOR operator for lightweight
processing. From these hash values, the privacy is preserved
in the edge device, thus resolving the issue of leakage in the
edge. The hashed index terms are constructed into a Merkle
hash tree in which each node has two children. The key hash
is at the root and it generates left and right subtrees. Then each
subtree creates further leaf nodes. These hash tree structures
are efficient in providing security and also applicable for
larger sized datasets. Let a dataset have n index terms that
are hashed into hn values respectively. As discussed earlier,
the hn is generated from the BLAKE2S hashing algorithm.

This tree creates new hash values fromwhich the leaf nodes
are linked. Let the root node A have two leaf nodes B and
C with the hash values of hA, hB and hC respectively. These
hash values are performed with concatenation operation and
the root node’s hash is hA = h(h(nB)|h(nC )). In this way,
the Merkle hash tree is constructed. This tree is present in the
edge server and the data corresponding to these hash values
will exist in the cloud in encrypted format. Hereby the privacy
is also achieved in the edge server.

Merkle hash tree structure is depicted in Figure 6 using
which the query by the data analyst retrieves the exact result.
The construction of the tree is an effective solution for search-
ing. Additionally, privacy is achieved at the edge server by

FIGURE 6. Merkle hash tree.

employing a hash based tree structure. Hence the edge server
has no knowledge about the data present in the cloud. In data
processing, the dataset is uploaded along with the key terms.
Then DP is applied into dataset by predicting the values
of ε as 0.01, 0.1, 0.2, · · · , 0.8, 1. As per the sensitivity and
the importance of the attribute, noise is added accordingly.
Meanwhile, the key terms are encrypted for efficient secure
searching at edge server. Therefore, security is efficiently
achieved even when the cloud and edge servers in use are
untrusted.

C. QUERY PROCESSING
Query processing is the process of the data analyst submitting
his/her query to the available edge server. The initial authen-
tication request from the data analyst consists of her identity
and biometric. The biometric used here is the fingerprint,
which is unique for every individual and hence is consid-
ered as a worthy security credential. Once the authentication
request arrives at the edge server, it is forwarded to the data
provider. The data provider maintains a list of authenticated
data analysts, information with their identity, password and
biometric. Based on this stored information, the authentica-
tion is performed. In the authentication request, the security
credentials identity, password and fingerprint are represented
as Did , pw and Fp respectively. The request R for the data
analyst is given as follows,

R = [Did ⊕ pw ⊕ Fp] (9)

If the received R = 1, then the data analyst sending
the authentication request is legitimate. If R = 0, then she
is illegitimate. Only legitimate data analysts are allowed to
submit a hashed query for searching. The XOR operator is
performed between each of the security credentials as the
edge server is not trustable. Therefore, the XOR operator
makes the credentials of the data analyst secure. Due to the
simplicity of the XOR operator, the resources, as well as the
time consumed during this operation are limited.

After the authentication, the data analyst submits a hashed
query to the edge server. The given hash query traverses
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throughout the tree from the root to their left and right nodes.
The searching results with matched hash values using which
the requested query data is extracted from the cloud. Data
extracted from the cloud is in the form of cipher text which is
decrypted using a decryption key. This key is also provided
by the data provider after the data analyst is authenticated.

D. JUSTIFICATION BEHIND CHOOSING THE
COMPONENTS FOR THE PROPOSED FRAMEWORK
1) USING FUZZY LOGIC WITH CONVOLUTIONAL
NEURAL NETWORKS (CNNs)
Whenever we use fuzzy logic with neural networks, this is
also known as a neural-fuzzy system. A neural-fuzzy system
can have a custom design according to the needs of the frame-
work. In our framework, since we are focused on providing
differential privacy, which in turn requires a tradeoff between
accuracy and privacy and thus an accuracy loss, we have
chosen to use a Convolutional Neural Network with fuzzy
logic as input. Although CNNs are predominantly used for
data with spatial features, i.e. image and video data, we have
used it for dealing with tabular data, specifically the adult
and heart disease dataset. This is because, even when we are
dealing with image data, the idea is to preserve the struc-
ture while condensing/downsampling using convolutions by
CNN. Since the application of Differential Privacy involves
an addition of noise, there is a need for retaining the structure
even after the noise has been added. Generally, the architec-
ture of a fuzzy-neural system involves the following:

• Input layer for the input variables
• Fuzzy rules for training the dataset (usually present in
the second layer), with fuzzy sets used as the fuzzy
connection weights

• The output variables given by the third layer

Since we are using a CNN, we have five layers in the neural
network, the architecture of which we have already explained
in Section IV-C. The second layer, that is, the convolutional
layer, symbolizes the fuzzy rules, as the fuzzy membership
functions are fed into this layer. These rules can be seen
as examples of the training data. Here, the crisp values of
confidential attributes, such as the age and salary attributes
in the adult dataset, get fuzzified. This fuzzification leads
to data perturbation which in turn preserves privacy of the
original data. The reason we have chosen fuzzy logic over
other methods such as k-anonymity, l-diversity, etc. for ran-
domization of data is because it can be used for both numeric
(continuous) and discrete attributes [22]. Previous work such
as [24] shows how using a Fuzzy Convolutional Neural Net-
work gives more accuracy for the task at hand than a standard
CNN. Reference [22] shows more accuracy (99.10%) for
handwriting recognition with a fuzzy CNN than with a stan-
dard CNN (97.35%) for the training dataset. Inferring from
these results, in addition to the other work we mentioned in
the literature survey, we chose to apply a Fuzzy CNN for our
framework.

2) USING FEISTEL CIPHER BASED PICCOLO ENCRYPTION
Since the aim of the paper was to find a lightweight solution
for secure storage, we had to focus on choosing a lightweight
encryption algorithm. Reference [23] has proven that Pic-
colo encryption is ultralightweight, requiring just 60 gates
for decryption, making it suitable for extremely constrained
environments. Moreover, [23] also shows Piccolo’s effec-
tiveness against different types of differential attacks, such
as truncated and higher order attacks. The degree of the
lightweightness of Piccolo algorithm can also be measured
from the fact it is based on the Feistel Cipher. Feistel structure
is used in construction of block ciphers. It is symmetric in
nature, with the decryption and encryption process being
almost identical, the difference being the reversal in the key
schedule. Due to this property, the code required to implement
the cipher is almost half the size of other ciphers, proving its
lightweightness.

3) USING BLAKE2s HASHING AND MERKLE HASH TREE
In order to ensure fast conversion of the key attributes
from the data owner to hashed indices, we have chosen the
BLAKE2s hashing algorithm to do so. This is because it pro-
vides security as strong as the SHA-3, while also being as fast
as the MD5 [24]. The diagram in Figure 7 from [24] shows
how fast BLAKE2s in comparison with other algorithms:

FIGURE 7. BLAKE2s hashing speed comparison.

For storing these BLAKE2s hashes, we have chosen the
Merkle Hash tree data structure, over other storage structures
such as hash chains and lists. This is because the lookup
time for a hash tree is proportional to the logarithm of the
number of leaf nodes in the hash tree, while for a hash list
it is proportional to the number of leaf nodes in the tree.
Therefore, Merkle hash trees provide the fastest access for
searching a query.

V. EXPERIMENTAL EVALUATION
In this section, the complete implementation environment is
discussed by including the dataset used for processing and
comparative results. The graphical plots and their reason for
improvements are detailed in this section.
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A. IMPLEMENTATION SETUP
This system is designed using Java Development toolkit
(JDK) version 1.8 and Weka. The proposed DP-FCNN is
modeled by developing data processing and query processing
performed with data owner and data analyst. Here the data
owner uploads their completed dataset, whereas the data ana-
lyst extracts the required data from the database. The WAMP
server 2.0 is used to manage the security credentials of the
data analysts.

The proposed system is developed in a JDK environment
and the other configurations used for the implementation are
shown in Table 9. The JDK-1.8 is installed into the Netbeans
8.2 tool that is executed on the Windows 7 operating system.
The key goal of this work is security, which is achieved using
Differential Privacy, encryption and hashing. The ε parameter
is determined using the Laplace mechanism in FCNN to add
noise and then data is encrypted with the lightweight piccolo
algorithm. Then the key terms in the dataset are secured using
BLAKE2s hashing. Hereby the specifications used in security
algorithms of this proposed work are illustrated in Table 10.
The use of machine learning presents higher accuracy with
stronger security in the system. For testing purposes, two
datasets are used and then the results are evaluated. The
proposed implementation structure is illustrated in Figure 8
based on which DP is applied. In this proposed work, all the
security aspects are covered while uploading and retrieving
the data.

FIGURE 8. Implementation model and dataset.

FIGURE 9. Proposed DP-FCNN system implementation configurations.

B. DATASET DESCRIPTION
The proposed DP-FCNN is experimented on two datasets
from UCI knowledge discovery Archive database for
machine learning systems. This dataset is a public and is

FIGURE 10. Parameters used for encryption and hashing Algorithm.

available for open access [25], [26]. From this database,
the Adult and Heart disease dataset are used for this work.
The Adult dataset has 48842 records with 14 attributes. Sim-
ilarly, the Heart Disease dataset contains 3030 records with
75 attributes, among which 14 key attributes are considered.
The attributes used are illustrated in Table 11.

FIGURE 11. Attributes in the adult and heart disease dataset.

In the UCI repository there exist 497 different datasets
among which two are used for evaluating this work. These
datasets are effective in evaluating the improvements of the
used machine learning algorithms. The heart disease dataset
specifically consists of four datasets as Cleveland, Hungary,
Switzerland and VA Long Beach. The Cleveland dataset with
303 records (with 14 attributes each) are used for testing the
DP-FCNN. On the other hand, we have taken 500 records
from the Heart Disease dataset for testing this system. Apart
from these two datasets, there exist many datasets that are
required to be confidential. Here, heart disease is a health care
related dataset collected from ill persons.

C. COMPARATIVE RESULTS
The comparative analysis presents the comparison of the
proposed DP system with previously existing systems. The
key metrics that are taken in account for comparison are,
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FIGURE 12. Previous research work in DP.

Scalability, Processing time, and Accuracy. Here, the major
research papers that concentrate on providing DP are studied
in this section and the existence of their problematic issues
are solved with machine learning and lightweight algorithms.
The common idea of DP is to protect private information with
the assistance of adding noise.

A comparative study on prior research work in the field has
been illustrated in Table 12. The limitations are problematic
issues that the proposed research work aims to solve. Each
parameter is evaluated and compared with previous work in
the field.

1) SCALABILITY
Scalability is defined as an efficient measure that denotes
the ability of the designed system to support an increasing
number of input elements. The capacity of the system is
improved based on the methods that are used for processing.
The field of DP is applied for larger sized datasets that consist
of thousands of records. DP is a security assisting topic that
is envisioned to provide privacy for the personal details that
exists in the dataset. For instance, a health oriented dataset
includes private information of the patient along with their
health problems. Hereby, the private information of a patient
like name, gender, location and address are too confidential
to be in public. So, a specified amount of noise is added in
order to provide privacy for the personal information of the
patient which will not reveal any information of the patient.
The process responsible for performing Differential Privacy
affects the system scalability. Hence, machine learning algo-
rithms were used for improving scalability. This enabled
faster processing and absolute decision making in the system
even for increasing records.

The DP-FCNN achieves higher scalability and efficiency
than the previous research work, as can be seen in Figure 13
and Figure 14, respectively. The scalability is measured in
terms of the increasing number of records in the dataset with
respect to the runtime. Similarly, the efficiency is measured
by increasing the number of data analysts with respect to the
runtime. The improvement in scalability and efficiency when
compared to previous work is due to the following reasons:
• Selection of significant parameters that are relevant to
the assurance of privacy is taken in account for applying
DP

FIGURE 13. Comparison of scalability.

FIGURE 14. Comparison of efficiency.

• Efficient prediction of ε value using fast performing
machine learning algorithms

• Faster searching by the appointment of the tree along
with the assurance of security

• Use of lightweight hashing and cryptography algorithms
are faster in processing and capable of processing many
inputs
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FIGURE 15. Average runtime.

As mentioned above, the use of machine learning and
lightweight algorithms such as Piccolo are the key processes
that reduce runtime, even with the increase in number of
records and number of data analysts. The major issues in the
previous work that cause larger runtime are,
• Involvement of algorithms with complex computations,
consuming larger amounts of time for processing an
individual data point and query

• Fails to predict exact ε value at the first attempt due to
the absence of machine learning

• Incorporation of high convergence cryptography algo-
rithm for security

• Lack of authentication makes the system less secure,
which also increases the unnecessary runtime of the
system

From this comparison, the proposed DP-FCNN shows
improvements in scalability and efficiency. Hence this grad-
ual increase in runtime is also capable of supporting further
increase in records and analysts.

The average runtime that is taken in account for processing
is illustrated in Table 6. The time taken to upload the dataset
into the cloud is given with respect to increase in records
and the increase in number of data analysts respectively. The
previous work [19] using the CART method and deep neural
network have reached nearer to DP-FCNN, where their dif-
ference is 5ms and 5s in their runtime for data processing and
query processing. In contrast, all the other papers have higher
runtime than this due to the absence of machine learning
algorithms and use of poor parameters for preserving privacy.

2) PROCESSING TIME
The overall processing time of the system is measured for
individual datasets to evaluate the performances. Figure 9
depicts the total processing time that is taken for processing
the two datasets individually. Hereby the proposedDP-FCNN
has lesser processing time than the previous research work
due to the use of machine learning algorithms and lightweight
methods for privacy.

The use of ML algorithms makes the computation faster
even with the increase in the number of inputs. Thus the
proposed DP-FCNN framework shows a shorter processing
time than previous works. The processing time of dataset
1 is comparatively higher than dataset 2 since the number of

FIGURE 16. Comparison of Processing Time.

FIGURE 17. Comparison of accuracy.

FIGURE 18. Comparison of accuracy with other machine learning
Algorithms.

records in dataset 2 is lesser. The key benefits of minimizing
the processing time of the system are:
• Capable of supporting thousands of datasets with con-
siderable amount of processing time that mitigates the
possibility of system failure.

• Enables access to incoming queries into the system from
legitimate data analysts who have registered previously.

• Reduction in processing time also requires ensuring the
provision of stronger privacy for the stored data and the
query.
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FIGURE 19. Proposed research solutions.

DP-FCNN is an efficient machine learning algorithm that
combines fuzzy logic with CNN for adding noise by the
Laplace mechanism. The addition of noise to the dataset,
encryption before data storage, hashing index terms for
searching gives an assurance of security and privacy as well
as faster processing. Therefore the use of machine learning in
adding noise for Differential Privacy is a promising solution
for improving security and processing time of the system.

3) ACCURACY
Accuracy is a significant parameter that is computed for
evaluating the efficiency of DP with respect to the ε value.
The accuracy is higher when the ε value is smaller and as it
increases the accuracy also decreases.

The comparison of accuracy between the proposed frame-
work and previous works is illustrated in Figure 17. As per
this result the accuracy of the proposed DP-FCNN is higher
than previous work in the field, since Laplace mechanism is
added based on the obtained fuzzy results that are determined
from sensitivity and attributes present in the dataset. The
increase in accuracy ensures the presented machine learning
algorithm is stronger in providing security.

The above table depicts the comparison of accuracy with
other commonly used machine learning methods in prior
research work. From these results, the proposed DP-FCNN
achieves 97-98% of accuracy which is not attained in any of
the previous works. While using RF the accuracy is 91-94%,
however it was not able to reach the results of DP-FCNN. All
the other papers were able to attain the accuracy of 37-76%.

The performance metrics shown in the comparative analy-
sis section shows the achievement of the proposed DP-FCNN
over previous work in the field. This superior performance is
also witnessed while processing with a real-time application.

D. KEY FINDINGS OF THE DP-FCNN FRAMEWORK
In this section, the key findings of the DP-FCNN are
summarized:

• The provisioning of security with differential privacy
requires selection of the amount of noise to be added
which is achieved by the incorporation of a fuzzy con-
volution neural network that takes into account the sen-
sitivity attribute for weight estimation. This is done right

after data is loaded, therefore ensuring no excess noise
is added to the data.

• Edge devices are vulnerable to different attacks while
using the edge server for searching the query in a hash
tree. Due to this, the edge server has zero knowledge
about the miner’s query and the data extracted from the
cloud. The data from the cloud is in an encrypted form
which also increases data security

• Stronger credentials, which are difficult to be forged,
have been used for the authentication of the data miner.
This ensures only authenticated data miners are allowed
into the system

On behalf of this DP-FCNN, the addition of noise provides
privacy for the sensitive information followed by secure data
storage and data searching.

The solutions defined in this paper are depicted in the
above table. The framework is all-rounded as it concentrates
on both data and query processing.

VI. CONCLUSION
In this paper, security, being a vital property to most frame-
works, is ensured by using machine learning in collaboration
with Differential Privacy. The proposed work focuses on data
processing, that is, secure data uploading by the data owner
and query processing, that is, secure data access by the data
analyst. This system is designed with the participation of
the following entities: the data owner, data provider, data
analyst, edge server and the cloud. Differential Privacy (DP)
is performed by the data provider, which is considered to
be a trusted entity in this system. The FCNN is applied
with the Laplace mechanism for addition of noise into the
dataset in order to ensure privacy for personal information.
The parameter is determined on the sensitivity attribute. The
lightweight Piccolo algorithm is used for encrypting the data
before uploading it to the public cloud. The public cloud is
not trustable and hence the data is encrypted before storing.
The Merkle hash tree is presented with the hashed key terms
using the BLAKE2s algorithm for searching. The security
credentials of the data analyst are validated before she is
provided access to decrypt the data. The system design is
tested and their results show better efficiency in terms of
scalability, accuracy and processing time than previous work
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in the field. In the future, the DP-FCNN is planned will be
further developed to resolve single point failures by incorpo-
ratingmultiple trusted entities. Thework can also be extended
by the use of hybrid machine learning algorithms to add DP
for privacy protection.
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