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ABSTRACT Deep learning text detection is generally divided into two steps: prediction candidate box
of depth model and post-processing, and post-processing usually uses NMS or prediction box to merge
and connect. At present, many methods of text detection can detect the character position of the document
image, but they are often not accurate enough, which affects the effect of subsequent recognition. To solve the
problem of inaccurate detection, this article proposes a post-processing method of document detection based
on geometric features from the perspective of post-processing. The post-processingmethod is mainly divided
into four modules. Firstly, the background removal (BR) module separates the background information
and character information through pixel threshold. Secondly, the candidate box expansion (CBE) module
expands the prediction box in all directions by judging whether the boundary of the prediction box is in
the character pixel. Then is the non-standard box removal (NBR) module, using the consistency principle
of characters and surrounding characters to filter out the error detection of some prediction boxes. Finally,
the module of repeating box removal (RBR) is used to remove the repeated prediction box. In order to
verify the effectiveness of this method, a large number of experiments have been conducted on Standard yi,
Chinese2k, English2k, ICDAR 2015 and ICDAR 2017(CTW-12k) datasets. The experimental results show
that the method proposed in this article can improve the effect of text detection.

INDEX TERMS Deep learning, text detection, target box correction, post-processing.

I. INTRODUCTION
The image of document is an important carrier of infor-
mation and plays an important role in daily life [1]. With
the widespread application of digitization in various fields,
human beings hope that machines can also imitate human’s
ability to read books, hence optical character recogni-
tion (OCR) technology was proposed [2]. And the text detec-
tion is an indispensable part of OCR, which is very important
for subsequent text recognition. Efficient and accurate text
detection has important applications in the field of document
image, including the character Recognition system, multi-
lingual translation of images, human-computer interaction,
etc. The text detection is mainly to predict the character
area information for the image, that is, the prediction box
coordinates, which is convenient for subsequent extraction of
character information for processing.

The associate editor coordinating the review of this manuscript and
approving it for publication was Shiqi Wang.

According to the development of text detection technol-
ogy and the classification criteria of text area description
features, the text detection method can be roughly divided
into two categories, traditional text detection method and text
detection method based on deep learning. The traditional text
detection method mainly divided into the method based on
connected domain analysis [3]–[10] and the method based on
sliding detection window [11]–[18]. They use hand-designed
features to verify the obtained candidate regions, and finally
obtain text region information, that is, the prediction box.
In recent years, due to the emergence of deep learning,
the performance of document detection has been significantly
improved. At present, most text detection methods based on
the deep learning by CNN (Convolutional Neural Networks).
These methods obtain text features through deep learning
and detect text based on the above features. Compared with
the traditional hand-designed features used before, this type
of method has achieved more excellent detection results.
Among the text detection methods based on deep learning,
themethod based on the text region proposal [19]–[26] is used
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the most extensive, followed by the method based on image
segmentation [27]–[32].

Related literature research shows that the methods based
on deep learning can achieve good results in text detection,
but whether it is a method based on text area suggestions or
a method based on image segmentation, the detection results
are often insufficient in detail. These shortcomings aremainly
manifested as: 1) character misrecognition (two characters
are mistaken for one character, punctuation marks or other
areas that are not characters are wrongly considered as char-
acters), 2) detection deviation (one character is only half
detected), 3) overlap detection (the same character is detected
by multiple detection boxes). The above shortcomings seri-
ously affect the performance of subsequent recognition. How-
ever, these details are often not solved by deepmodel training.
It is closely related to the post-processing of text detec-
tion and requires us to optimize through post-processing
methods to get better detection results. Therefore, this arti-
cle proposes a text detection post-processing method for
the above problems. This method can effectively solve the
problems of character misrecognition, detection deviation,
overlap detection, etc., and make the detection results more
excellent. The method in this article is mainly divided into
four modules, background removal module, candidate box
expansion module, non-standard box removal module and
repeating box removal module. Fig. 1 shows the detection
results before and after processing using the method in this
article on different datasets. The first row in the figure uses the
detection results of the mainstream deep learning text detec-
tion framework, and the second row uses the post-processing
method of this article. Fig. 1(a), Fig. 1(b), Fig. 1(c), Fig. 1(d),
Fig. 1(e) are the text detection results on the datasets of
standard Yi, Chinese2k, English2k, ICDAR 2015, ICDAR
2017(CTW-12k).

II. RELATED WORK
At present, in the text detection method based on deep
learning, whether it is a method based on text area sugges-
tions or a method based on image segmentation, we have
to post-process the obtained candidate boxes after making
predictions through the deep learning model. According to
different methods, post-processing is generally divided into
three categories: non-maximum suppression (NMS), cluster-
ing and candidate box merging. After obtaining the candidate
boxes through the deep learning model, a text area often has
multiple candidate boxes. NMS is to process these candi-
date boxes by setting a threshold, only the optimal box is
retained. Merging is to process the obtained candidate boxes
according to certain rules to obtain the final prediction box,
which is generally suitable for text line detection. Clustering
is a special method that processes the prediction results of
special models. According to the author’s research, such
post-processing is currently only used in the LSAE.

Post-processing uses the text detection method of
NMS. Liao and Shi et al. proposed a text detection
method A Fast Text Detector with a Single Deep Neural

Network (TextBoxes) at AAAI 2017. This method is
improved on the basis of SSD. Taking SSD as the basic frame-
work, an end-to-end training text detector is proposed [26].
The post-processing uses NMS, but because the training uses
multi-scale training, so the NMS has been improved and is
called an effective cascade NMS. Effective cascading NMS
is divided into two steps: the first step is to perform NMS on
the smallest bounding box, this step is fast and eliminates a
large number of boxes; the second step is to perform quad-
rangle NMS, and use the obtained output as the prediction
result. Zhou and Yao et al. proposed a text detection method
An Efficient and Accurate Scene Text Detector (EAST) at
CVPR 2017 [29]. The post-processing of this method is also
NMS. EAST believes that splitting a text detection algorithm
into multiple stages does not have much benefit. It is the
correct move to implement a true end-to-end text detection
network. Therefore, a two-stage text detection method EAST
is proposed, which is composed of the FCN stage and the
NMS stage. The post-processing step only includes NMS
processing of the geometric prediction box.

Post-processing text detection method using clustering.
Tian and Shu et al. proposed a text detectionmethod Learning
Shape-Aware Embedding for Scene Text Detection (LSAE)
at CVPR 2019 [33]. LSAE introduces the concept of embed-
ding distance, and the author refers to the overlapping dis-
tance between candidate boxes as embedding distance. The
post-processing uses a combination of NMS and clustering.
First process through NMS to obtain the processed candidate
box, and then use DBSCAN to obtain the clustering results of
the global feature map and the central feature map. Judge the
pixels that belong to the global feature map and the outside of
the central feature map. When the embedding distance of the
central feature cluster is less than the threshold, the pixels are
assigned to the nearest central feature cluster, and the other
central clusters are continuously looped until all the central
clusters are processed. Finally, the corresponding minimum
bounding box is generated for each central cluster as the
output to obtain the prediction box.

Post-processing uses the text detection method of merging.
Detecting Text in Natural Image with Connectionist Text
Proposal Network (CTPN), a text detection method proposed
by Tian and Huang et al. at ECCV 2016 [23]. CTPN com-
bined with CNN and LSTM deep network can effectively
detect horizontally distributed text, which is currently a better
text detection method. The post-processing of this method is
mainly merging, which splits the task of text detection. And
we only need to judge whether the obtained candidate box
is part of a text. When all small text boxes in a picture are
detected, the belong to the small text boxes of the same text
are merged. At this time, a complete and large text box can be
obtained, and the text detection task is completed. Shi and Bai
published a spotlight article Detecting Oriented Text in Nat-
ural Images by Linking Segments (SegLink) at CVPR 2017.
The article introduces a detection method that can detect text
at any angle. We generally call this method SegLink [22].
It combines both the idea of CTPN small-scale candidate box
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FIGURE 1. The result of detection. (a)Standardize Yi; (b)Chinese2K; (c)English2K; (d)ICDAR 2015; (e)ICDAR 2017(CTW-12k).

and the idea of SSD algorithm. The post-processing of this
method is mainly connection, and it can also be understood
as a special merge. By predicting, the word was cut into small
text blocks that were easier to detect, and then the text blocks
were connected into words. At that time, the effect of text
detection state-of-art was achieved. Baek and Lee proposed a
text detection method Character Region Awareness for Text
Detection (CRAFT) [37] in CVPR 2019. CRAFT this article
mainly solves the problem of text detection. The idea is to
use the method of segmentation. Unlike image segmentation,
CRAFT does not perform pixel-level classification of the
entire image, but does regression. It has two branches, one is
the probability that the target is the center of the character,
and the other is the connection relationship between the
characters, and then after a step of merging and processing,
the bounding box of the text is obtained.

III. OUR APPROACH
At present, the deep learning text detection method is mainly
to achieve accurate positioning through an excellent deep
learningmodel. It is generally divided into two steps. The first
step is to predict the candidate box according to the trained
model. At this time, the candidate boxes often have many
overlapping areas. Therefore, in order to find the best candi-
date box in the obtained candidate box, it is often necessary to
perform the second step, that is, to obtain the final prediction
box through post-processing to achieve accurate positioning.
However, in actual applications, the final prediction box is
often not very accurate, so many algorithms also perform
other post-processing, such as merging adjacent candidate
boxes. The current deep learning text detection methos are
less for post-processing, and the obtained prediction box can
generally obtain better detection results, but there are many
details that are not processed in place. For example: character
misrecognition, detection deviation, overlap detection, etc.
In order to solve the above problems, this article proposes a
text detection post-processing method.

The framework diagram of the model structure proposed
in this article is shown in Fig. 2. The input of the model
in this article is the original document image and label of

the training set during the training process, the image to
be predicted during the test process, and the output is the
location information of the image to be predicted. The infor-
mation here mainly includes two coordinates ((X1, Y1), (X2,
Y2)), (X1, Y1) are the coordinates of the upper left corner
of the prediction box, and (X2, Y2) are the coordinates of
the lower right corner of the prediction box. Experiments
in this article use mainstream text detection models, such
as: LSAE [33], CTPN [23], SegLink [22], TextBoxes [26],
EAST [29], TextBoxes++ [36], CRAFT [37], etc. We use
the deep learning model to obtain the prediction boxes,
and then post-process the prediction boxes separately. The
post-processing is mainly divided into 4 modules. First,
the surrounding background image is removed by the algo-
rithm. Second, the algorithm adjusts the coordinates of the
prediction boxes to obtain more accurate coordinates. Then
we remove the non-standard prediction box. There are two
main types of non-standard prediction boxes. One is the
prediction box that detects punctuation marks as characters,
and the other is that two characters are incorrectly detected as
one character. Finally, the obtained repeated prediction box is
removed to obtain the final prediction boxes.

The overall network framework can be divided into two
sub-processes, one for obtaining the original prediction box,
and one for post-processing the original prediction box,
as is shown in Fig. 2. Among them, the original prediction
box is obtained by deep learning text detection method;
post-processing is divided into 4 modules, each module is set
up an algorithm for processing. The orange, light blue, green,
and blue detection boxes in Fig. 2 are the detection results
after processing by the BR, CBE, NBR, and RBR algorithms.
The post-processing methods in this article can achieve good
results in most deep learning text detection methods after
being individually trained on specific datasets.

A. BACKGROUND REMOVAL MODULE
The prediction box obtained by the deep learning text detec-
tion method often contains some background information.
If too much background information may cause a decrease
in detection precision and recall, this article proposes a BR
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FIGURE 2. The frame diagram of model structure. The BR, CBE, NBR and RBR represent the four modules proposed in this article.

FIGURE 3. The prediction box is processed before and after by BR
algorithm. (a)Characters are completely surrounded by prediction boxes;
(b)The characters overlap with the prediction box.

(background removal) algorithm for this problem.We remove
the excess background in the prediction boxwithout changing
the intersection area of the prediction box and the character
area. This can further improve the detection effect. The effect
before and after the background removal process is shown
in Fig. 3.

The blue part in Fig. 3 is the area where the characters
are located, the black box is the original prediction box after
deep learning detection and NMS processing, and the orange
box is the prediction box after being processed by the BR
algorithm. The background removal algorithm is mainly to
separate the character area from the background area through
the pixel threshold, determine the character area according to
the threshold, and then update the prediction box coordinates.
Therefore, finding a suitable threshold is critical to deter-
mine the character area. The difference between the character
area and the background area of each different image to be
detected is also different, some are smaller, some are larger,
so for the threshold, this article proposes an ATA (Adaptive
threshold algorithm) algorithm. The formula for calculating
the adaptive threshold is as follows:

T = (1− α)×MAX_10+ α ×MIN_10 (1)

where α is the weight coefficient, MIN_10 represents the
average value of the 10 pixels with the smallest gray value in
the original detection area, MAX_10 represents the average
value of the 10 pixels with the largest gray value in the origi-
nal detection area, and T represents the adaptive threshold.

The weighting coefficient of the adaptive threshold algo-
rithm here ranges from 0.0 to 1.0. Its main function is to
balance the relationship between the maximum gray value
and the minimum gray value, and find a suitable threshold
to separate the character area and the background area. For
the size setting of the weight coefficient, this article takes
different values of the weight coefficient on the standard Yi,
Chinese2K and English2K datasets to obtain the precision,

Algorithm 1 Adaptive Threshold Algorithm
Input: ((X1,Y1), (X2,Y2)), Image;
Output: Adaptive threshold: T .
1: Grayscale Image: Bd_img← Gray(Image);
2: repeat
3: Get pixels of prediction box area: Img ←

Bd_img[X1 : X2,Y1 : Y2];
4: Get the largest 10 pixels in Img: EMAX_10 ←

Get_max(Img);
5: Get the smallest 10 pixels in Img: EMIN_10 ←

Get_min(Img);
6: Calculate the average of the 10 largest pixels:

MAX_10← SUM (EMAX_10)/10;
7: Calculate the average of the 10 smallest pixels:

MIN_10← SUM (EMIN_10)/10;
8: Initial weight coefficient: α← 0.5;
9: Calculate the adaptive threshold:

T = (1− α)×MAX_10+ α ×MIN_10.

10: until All coordinates are processed.

recall, and F1 value results. The results are shown in Fig. 4.
As can be seen from Fig. 4, when the weight coefficient
is less than 0.3 and greater than 0.7, the precision, recall,
and F1 value change significantly, and when the weight
coefficient is between 0.3-0.7, the precision, recall, F1 value
changes tend to be smooth and the effect is better. Therefore,
the weight coefficient is set to 0.5 on the standardized Yi
dataset, and the other datasets are set to 0.6 in this article.
Fig. 5 shows the detection results of different weight coef-
ficients in different datasets. The first row, the second row,
and the third row are the detection results on the standardized
Yi, English2K, and Chinese2K. Fig. 5(a) shows the detec-
tion results before adding this method. Fig. 5(b), Fig. 5(c),
Fig. 5(d) respectively represent the detection results of α =
0.3, α = 0.5, α = 0.7 after adding this method.
After the pixel threshold T is determined by the adaptive

threshold algorithm, the next step is to perform background
removal. The prediction box coordinates are updated accord-
ing to Equation (2). The Getchar function in the algorithm is
mainly used to determine the relationship between character
pixels and T. Its return values are True and False, which
indicate that the character pixel is less than T and the character
pixel is greater than T. In the Getchar function, we first
assume that the pixels smaller than the threshold T belong
to the character area pixels, and then we expand around by
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FIGURE 4. The effect of weight coefficient on the result. (a)Standardize Yi; (b)English2K; (c)Chinese2K.

FIGURE 5. The visualization results of different weight coefficients in different data sets. (a)Before processing by the method in this article;
(b)α = 0.3; (c)α = 0.5; (d)α = 0.7.

judging whether the edge of the prediction box contains the
character area pixels, and set a counter to count the degree
of expansion. Expand one pixel in any direction, and the
counter will increase by one. If the assumption is correct,
the counter will stop increasing to a certain extent. At this
time, the Getchar function returns True. If the assumption is
wrong and the background pixels are mistaken for character
pixels, the prediction box will continue to expand and the
counter will always increase. Therefore, we need to set a
threshold for the counter. If the counter is greater than the
set threshold, then the assumption is wrong, which means the
pixels larger than the threshold T are the pixels that belong
to the character area, and the function Getchar returns False.
Here we set the threshold as the length and width of the
prediction box. Algorithm 2 details the execution steps of the
background removal algorithm.

((X1,Y1), (X2,Y2)) =


X1← X1 + col_min
Y1← Y1 + row_min
X2← X1 + col_max
Y2← Y1 + row_max

(2)

where row_min, row_max, col_min, col_max respectively
represent the minimum index of the row, the maximum index

of the row, the minimum index of the column, and the max-
imum index of the column in the real character area in the
prediction box.

B. CANDIDATE BOX EXPANSION MODULE
After processing by the BR algorithm, we can get a more pre-
cise prediction box. At this time, the background information
in the original prediction box is basically eliminated, and only
the character area is included. However, the prediction box
may appear to deviate from the detection box at this time.
Therefore, this article proposes a candidate box expansion
algorithm CBE (Candidate box expansion) for this problem.
We will expand the obtained prediction box with a certain
regularity, so that it can completely extract the character
area. This can further improve the detection effect. The effect
before and after processing by the candidate box expansion
algorithm is shown in Fig. 6.

In Fig. 6(a), the blue part is the area where the characters
are located, the black box is the original prediction box after
deep learning detection and NMS processing, the orange is
the prediction box after the BR algorithm, and the green is
the prediction box after the CBE algorithm. The candidate
box expansion algorithmmainly determineswhether there are
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FIGURE 6. Before and after the prediction box is processed by BR and CBE algorithm.
(a)The simulation character overlaps with the prediction box; (b)The real character
overlaps with the prediction box.

Algorithm 2 Background Removal Algorithm
Input: u((X1,Y1), (X2,Y2)), Image,T ;
Output: Updated ((X1,Y1), (X2,Y2)).
1: Grayscale Image: Bd_img← Gray(Image);
2: repeat
3: Get pixels of prediction box area: Img ←

Bd_img[X1 : X2,Y1 : Y2];
4: Calculate threshold: T ←

ATA(((X1,Y1), (X2,Y2)), Img);
5: Img← Sort(Img);
6: Determine the relationship between pixels and T in the

character area: Char ← Getchar(Img,T );
7: if Char == True then
8: The real character area in Img is less than T;
9: X1← X1 + col_min;
10: Y1← Y1 + row_min;
11: X2← X1 + col_max;
12: Y2← Y1 + row_max;
13: else
14: The real character area in Img is greater than T;
15: X1← X1 + col_min;
16: Y1← Y1 + row_min;
17: X2← X1 + col_max;
18: Y2← Y1 + row_max;
19: end if
20: until All coordinates are processed.

pixels belonging to the character area among the edge pixels
through the pixel threshold. After determining the pixel range
of the character area according to the threshold, it is assumed
that the pixel area that is less than the threshold belongs to
the character area. If there are pixels less than the threshold
value in the edge pixels of the character, it is judged that the
pixel belongs to the character area, and the edge is expanded,
that is, the prediction box coordinates are updated according
to Equation (3). Algorithm 3 details the execution steps of the
candidate box expansion algorithm.

((X1,Y1), (X2,Y2))

=


X1← X1 − 1, E3i < T , i = 1, . . . , n
Y1← Y1 − 1, E1i < T , i = 1, . . . , n
X2← X2 + 1, E4i < T , i = 1, . . . , n
Y2← Y2 + 1, E2i < T , i = 1, . . . , n

(3)

where Eji(j = 1,. . . ,4; i = 1,. . . ,n) is the i-th element of
the edge of the prediction box area extracted according to

Algorithm 3 Candidate Box Expansion Algorithm
Input: u1((X1,Y1), (X2,Y2)), Image,T ;
Output: Updated ((X1,Y1), (X2,Y2)).
1: Grayscale Image: Bd_img← Gray(Image);
2: repeat
3: Get the gray value above the prediction box: E1 ←

Bd_img[X1 : X2,Y1];
4: Get the gray value under the prediction box: E2 ←

Bd_img[X1 : X2,Y2];
5: Get the gray value on the left side of the prediction

box: E3← Bd_img[X1,Y1 : Y2];
6: Get the gray value on the right side of the prediction

box: E4← Bd_img[X2,Y1 : Y2];
7: Get pixels of prediction box area: Img ←

Bd_img[X1 : X2,Y1 : Y2];
8: Img← Sort(Img);
9: Determine the relationship between pixels and T in the

character area: Char ← Getchar(Img,T );
10: if Char == True then
11: E3i<T : X1← X1 − 1;
12: E1i<T : Y1← Y1 − 1;
13: E4i<T : X2← X2 + 1;
14: E2i<T : Y2← Y2 + 1;
15: else
16: E3i>T : X1← X1 − 1;
17: E1i>T : Y1← Y1 − 1;
18: E4i>T : X2← X2 + 1;
19: E2i>T : Y2← Y2 + 1;
20: end if
21: until All coordinates are processed.

the coordinates of the prediction box and the image to be
detected. j = 1, 2, 3, 4 means the edge of up, down, left and
right.

C. NON-STANDARD BOX REMOVAL MODULE
The original prediction box detected by the deep learning text
detection algorithm often detects some non-character regions
as characters, and the characters are misrecognized. These
erroneously detected information will also lead to a decrease
in algorithm precision and recall, so we need to filter out
these prediction boxes and then eliminate them. In this article,
a non-standard box removal algorithm NBR (Non-standard
box removal) is proposed for this problem. We remove the
non-standard box in all prediction boxes, which can further
improve the precision and thus improve the detection effect.
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FIGURE 7. Before and after the prediction box is processed by NBR algorithm. (a)Before NBR algorithm processing; (b)After NBR algorithm
processing.

The effect before and after processing by the non-standard
box removal algorithm is shown in Fig. 7.
The black box and red box in Fig. 7(a) are the original

prediction boxes after deep learning detection and NMS pro-
cessing, where red is the non-standard prediction box, and
Fig. 7(b) is the result after processing by the NBR algorithm.
We can clearly see that the red non-standard box is removed
after NBR processing.We believe that in the same text image,
the size of adjacent characters is roughly the same. The design
of the non-standard box removal algorithm is mainly accord-
ing to this principle. The algorithmmainly judges whether the
prediction box belongs to the standard box by the coordinate
area threshold and the coordinate area of the prediction box.
If the predicted box coordinate area is less than the maximum
area threshold and greater than the minimum area threshold,
it is determined that this coordinate belongs to the standard
box, otherwise it does not. Algorithm 4 details the execution
steps of the non-standard box removal algorithm.

Algorithm 4 Non-Standard Box Removal Algorithm
Input: The set of coordinates processed by BR, CBE algo-

rithm: S1;
Output: The set of S1 is processed by NBR algorithm: S2.
1: Sort all coordinates in set S1: Sort(S1)
2: Initialize the set S2 : S2← {∅};
3: repeat
4: Calculate 5 coordinate areas around the same line of

S1i: Area1,Area2,Area3,Area4,Area5;
5: Calculate the average of

Area1,Area2,Area3,Area4,Area5: AVG_C ←

(Area1 + Area2 + Area3 + Area4 + Area5)/5;
6: Calculate the maximum area threshold: T_MAX ←

1.4 ∗ AVG_C ;
7: Calculate the minimum area threshold: T_MIN ←

0.5 ∗ AVG_C ;
8: if T_MIN < AreaS1i < T_MAX then
9: Save the i-th element in S1 to S2: S2.get(S1i);

10: else
11: PASS;
12: end if
13: until All coordinates in S1 are processed.

D. REPEAT BOX REMOVAL MODULE
The original prediction box detected by the deep learning text
detection algorithm often causes the two detection boxes to
detect the same character, resulting in overlapping detection
problems. The coordinates of the prediction box we get will

be repeated after these problems are processed by the BR,
CBE, and NBR algorithms. Analyzing the reasons, we found
that after processing by the BR, CBE, and NBR algorithms,
the results obtained by the two prediction boxes with overlap
detection are the same. Therefore, this article proposes a
repeat box removal algorithm RBR (Repeat box removal) for
this problem.Wewill deduplicate the obtained prediction box
coordinates. The effect before and after the three algorithms
are shown in Fig. 8.

FIGURE 8. The prediction box after BR, CBE and RBR algorithm before
and after processing.

The orange box in Fig. 8 is the original prediction box after
deep learning detection and NMS processing. Here are the
same characters detected by the two prediction boxes. Red
is the prediction box processed by the BR algorithm, green
is the prediction box processed by the CBE algorithm, and
blue is the prediction box processed by the RBR algorithm.
Here, the green actually has two prediction boxes, but it is
repeated. This article creates a new empty set S3, and the
repeated box removal algorithm mainly determines whether
the coordinates in S2 need to be saved to S3 by judging
whether the coordinates in S2 exist in S3. Algorithm 5 details
the execution steps of the repeated box removal algorithm.

Algorithm 5 Repeated Box Removal Algorithm
Input: The set of S1 is processed by NBR algorithm: S2;
Output: The set of S2 is processed by RBR algorithm: S3.
1: Initialize the set S3 : S3← {∅};
2: repeat
3: Take out the coordinates S2i in S2;
4: if S2i ∈ S3 then
5: PASS;
6: else
7: Save the i-th element in S2 to S3: S3.get(S2i);
8: end if
9: until All coordinates in S2 are processed.

IV. EXPERIMENT AND RESULTS
In order to verify the effectiveness of the method in
this article, we conducted experiments on five datasets.
The five datasets are: standard Yi, Chinese2k, English2k,
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ICDAR 2015 and ICDAR 2017(CTW-12k). And the stan-
dard Yi dataset is manually annotated by our team, while
the Chinese2k dataset and English2k datasets are publicly
released dataset of South China University of Technology
in 2016. Both ICDAR 2015 and ICDAR 2017(CTW-12k) are
well-known datasets in scene text detection and recognition
tasks.

A. DATASETS
Standard Yi used in this article was provided by experts
in Liangshan Yi Autonomous Prefecture, Sichuan Province.
These samples are mainly obtained by scanning local news-
papers and books into PDF documents. After we got the
samples, we divided each page of the PDF document
through a computer program to obtain 207 standardized
Yi images, and then manually annotated them to finally
get labels. The annotation format of the Standard Yi is
(x1, y1, x1, y2, x2, y2, x2, y1), which is the coordinates of the
upper left corner, the lower left corner, the lower right corner,
and the upper right corner of the Prediction box. This is our
training data set. In the test data set, we obtained 50 document
images and labels by the samemethod. Because text detection
needs to face various complex scenes, not only to obtain better
results in relatively clean and tidy document images, but also
to obtain better performance in the presence of noise. In order
to make the text detection more robust, to deal with com-
plex scenes. We add noise to the original document image,
using Gaussian noise and salt-and-pepper noise, respectively.
Finally, we get 2277 image training samples.

The image of Chinese2k and English2k include streets,
buildings, shops, office buildings, restaurants, stations, sub-
ways. The text content includes traffic signs, street signs,
book covers, outdoor advertisements, notice boards, vari-
ous signs. The lighting conditions of the image are diverse,
including sunny and cloudy days, day and night. The current
data set was released by the Human-computer Interaction and
Intelligent Laboratory of South China University of Technol-
ogy in 2016 [34]. Chinese2k only contains annotations for
Chinese characters. The annotation format of the Chinese2k
is (x, y, w, h), which is the position, width and height of the
upper left corner of the rectangular box. English2k contains
character annotations and word annotations. The annotation
format of the English2k is (x, y, w, h, label), which is the
position, width, height and category label of the upper left
corner of the rectangular box. The Chinese2k and English2k
can be used for research tasks such as text detection and
recognition, including character location, character recogni-
tion, word location, word recognition [35].

ICDAR 2015 [38] was introduced in the ICDAR
2015 Robust Reading Competition for incidental scene text
detection, consisting of 1000 training images and 500 testing
images, both with texts in English. The annotations are at the
word level using quadrilateral boxes. The annotation format
of the ICDAR 2015 is (x1, y1, x2, y2, x3, y3, x4, y4,text label),
which is the coordinates of the upper left corner, the lower
left corner, the lower right corner, the upper right corner and

text label of the Prediction box. The text label ’###’ means
the text is illegible.

ICDAR2017(CTW-12k) [39] has a total of 12263 images,
of which 8034 is used as the training set and 4229 is used as
the test set. Use quadrilateral boxes to label text lines. Most of
the datasets are natural scenes taken by cameras, and some are
screenshots; it contains most scenes, such as outdoor streets,
indoor scenes, mobile phone screenshots, etc. The annota-
tion format of the datasets is (x1, y1, x2, y2, x3, y3, x4, y4, the
degree of difficulty in recognition, text label), which is the
coordinates of the upper left corner, the lower left corner,
the lower right corner, the upper right corner,the degree of
difficulty in recognition and text label of the Prediction box.
The degree of recognition difficulty is represented by 0 or
1, 0 means easy to recognize, that is, the text in the image
is clearly visible; 1 means it is difficult to recognize, that is,
the text in the image is small or fuzzy.

TABLE 1. The mark information of English2k, Chinese2k and standard Yi.
NITR is the number of training set images; NCTR is the number of
characters in training set; NITE is the number of test set images; NCTE is
the number of characters in test set; TI is the number of total images; TC
is the number of total characters.

B. METRICS
In order to evaluate the detection effect of text detection,
we use the precision, recall and the comprehensive evaluation
index F-measure defined in the natural scene text detection
competition to evaluate the performance of text area detec-
tion. Recall reflects how many labeled texts are predicted
correctly and precision tells us how many text predictions
are correct. Here we need to know an important indicator,
the Intersection over Union (IoU), the specific definition is
shown in Equation (4).

IoU =
area(C)

⋂
area(G)

area(C)
⋃
area(G)

(4)

where C and G are prediction boxes and true boxes.Through
IoU we can get the definition of precision and recall as
follows.

P =
Tp
C

(5)

R =
Tp
T

(6)

where Tp is the number of correct detection results, C is the
number of detection result candidate boxes, and T represents
the number of real boxes. The comprehensive evaluation stan-
dard F-measure is precision and recall weighted harmonic
average, defined as follows.

F =
(α2 + 1)P ∗ R
α2(P+ R)

(7)
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When the parameter α = 1, it is the most common F1.

F1 =
2P ∗ R
P+ R

(8)

In this article, IoU is set to 0.5 and the comprehensive evalu-
ation index is evaluated by F-measure with parameter α = 1,
which is F1.

C. IMPLEMENTATION DETAILS
The experiment was conducted under the hardware of
Intel CPU i7-7700, graphics card NVIDIA GeForce GTX
2070S, solid state hard disk 256GB, memory 16GB. The
development environment uses PyCharm 2018.3.8 Profes-
sional Edition, deep learning framework TensorFlow =
1.11.0, implemented in Python language, and visualize the
training output and training results with the help of visual-
ization tools such as TensorBoard and Matplotlib. The learn-
ing rate of the deep learning model is uniformly adopted
by Adam and set to 0.001, to prevent the learning rate of
the later network training from being too small and causing
the network parameters to fall into a local optimal solution.
It should be noted that some of the text detection models used
in this experiment are used to detect text lines, so we need to
fine-tune the network to adapt to character detection.

D. EXPERIMENTAL RESULTS AND ANALYSIS
In order to show the effectiveness of the proposed algorithm
on the deep learning text detection model, the experiment
verifies the proposed algorithm from four parts. The first
part is to analyze the impact of the four modules BR, CBE,
NBR and RBR on the detection results. The second part is
to compare the effect of the mainstream deep learning text
detection model before and after adding the algorithm pro-
posed in this article. The third part is to analyze the robustness
of the post-processing method proposed in this article, and
use the method of this article to conduct experiments under
different datasets. The third part is to analyze the robustness
of the post-processing method proposed in this article, and
experiment with different models under different datasets.
The fourth part is to analyze the impact on the prediction
processing speed before and after adding this module. The
dataset used in the first two parts is the standard Yi dataset
collected by ourselves, and the latter two parts use the Chi-
nese2k, English2k, standard Yi, ICDAR 2015 and ICDAR
2017(CTW-12k) datasets.

1) INFLUENCE OF FOUR MODULES ON THE TEST RESULTS
The original deep learning model used in the first part is
East [29], and its basic network is resnet50. Table 2 sum-
marizes the detection results of adding different modules
for text detection. BR, CBE, NBR, and RBR respectively
represent the background removal module, the candidate box
expansion module, the non-standard box removal module,
and the repeated box removal module. 0 means not to add
the module, 1 means to add the module, all 0 means not
to add any module, which means the detection result of the

TABLE 2. The detection results of different strategies. BR, CBE, NBR and
RBR respectively represent the four different modules proposed in this
article.

original deep learning model. All 1 means all four modules
are added, and the effect is the best at this time. Among the
four modules, the BRmodule makes the distance between the
prediction box and the character smaller, and the detection
result is better. The CBE module mainly solves the problem
of detection deviation. The NBR module mainly solves the
problem of character misrecognition. The CBE module and
the RBR module together solve the problem of overlapping
detection. From the experimental results in Table 2, it can
be seen that the performance effect of the original model
without adding any post-processing strategy is the lowest.
In the dataset, its precision is 0. 66, recall is 0. 69, and F1 is
only 0. 67. Compared with the model performance of adding
four post-processing modules, the difference is about 30%.

A comparative analysis was conducted with the presence
or absence of the four post-processing modules as a single
variable. By comparing the 1, 9 sets of data in Table 2,
it can be seen from the experimental results that adding the
background removal module increased 6.3% on precision,
6.6% on recall, and 6. 5 on F1, without adding any modules.
By comparing 1, 5 sets of data, it can be seen from the
results in the Table 2 that adding the expansion module of the
prediction box has an increase of 18.4% on precision, 17.7%
on recall, and 18.1% on F1. By comparing the 1, 3 sets of data,
it can be seen from the results in the Table 2 that the addition
of the non-standard box removal module is 2.7% higher in
precision and 1.3% higher in F1 than without any module.
By comparing the 1, 2 sets of data, it can be seen from the
results in the Table 2 that the addition of the repeated box
removal module is 1.7% higher in precision and 0.9% higher
in F1 than without adding any modules.

Fig. 9 shows the effect of using each post-processing mod-
ule alone on the detection results of the original deep learning
model. The abscissa indicates the four modules proposed in
this article, and the ordinate indicates the improvement results
of the detection after adding one module proposed in this
article alone. Here, the CBE module is used as an example.
In the three histograms, the light blue (Precision) indicates the
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FIGURE 9. The impact of separate modules on the original model.

precision improvement result, which is equal to the precision
after adding the CBE module minus the precision of the
original detection. Similarly, the dark green (Recall) indicates
the result of increasing the recall, and the yellow (F1) indi-
cates the result of increasing the F1 value. The experiment
fully verified that the post-processing module proposed in
this article can effectively improve the text detection task,
especially when all modules are used together, the improve-
ment effect is most obvious. Through Fig. 9, we can get the
influence of the four modules on the original model, which
should be CBE, BR, NBR, RBR according to the impact from
the largest to the smallest. Compared with the other three
modules, the CBE module has improved greatly in terms
of precision, recall and comprehensive evaluation F1. This
is mainly because the CBE module expands the prediction
box. Many of the prediction boxes before processing have
detection deviation problems, and the CBEmodule just solves
this problem, so the improvement is huge. The improvement
of the BR module is also more obvious because the distance
between the prediction box and the characters around the
characters obtained by removing the background area through
the BRmodule is smaller (finer), which makes the IoU larger,
so the improvement is also more obvious. The BR and CBE
modules have improved precision and recall in here. From
Fig. 9, we can see that the NBR module and RBR module
have no improvement on recall, and a little improvement on
precision. This is because these two modules mainly remove
the inaccurate prediction boxes in the prediction box, but
the prediction box itself has not changed, but the number of
prediction boxes finally obtained becomes less, so there is
no improvement in recall at all, and there is a little amount
of precision. In other words, the NBR and RBR modules are
mainly optimized for improving precision.

2) COMPARISON OF MAINSTREAM DEEP LEARNING TEXT
DETECTION METHODS
In the second part, 7 deep learning text detection mod-
els are added to compare the detection results before and
after the method in this article. The comparison networks
used in this article are the LSAE [33] proposed by Tian
and Shu in CVPR 2019, CTPN [23] proposed by Tian and
Huang et al. in ECCV 2016, SegLink [22] proposed by Shi
and Bai et al. in CVPR 2017, TextBoxes [26] proposed by

Liao and Shi et al. in AAAI 2017, EAST [29] proposed by
Zhou and Yao et al. in CVPR 2017, TextBoxes++ [36] pro-
posed by Liao and Shi et al. in IEEE Transactions on Image
Processing, CRAFT [37] proposed by Baek and Han et al. in
CVPR 2019. Since some of the original networks detect text
lines, a few changes are made on the basis of each network
model, including input and output, so that it can adapt to
the different datasets. Fig. 10 shows the detection results of
various deep learning detection models before and after using
the post-processing method proposed in this article.

FIGURE 10. The detection results of different deep learning detection
models before and after using the post-processing method proposed in
this article.

In Fig. 10, the abscissa represents different text detection
models, and the ordinate represents the detection results.
P-before, R-before, F-before indicate the precision, recall
and F1 value of the comprehensive evaluation index without
adding the method in this article. P-after, R-after, and F-after
respectively indicate the precision, recall, and comprehensive
evaluation index F1 value after adding the method in this
article.

Table 3 summarizes the detection results before and after
adding this post-processing module using different deep
learning text detection networks. It can be seen from the
experimental results that the performance effect of the origi-
nal deep learning model without adding any post-processing
strategy is relatively low. Compared with the model perfor-
mance of adding four post-processingmodules, the difference
is about 30%. This further shows that our proposed algorithm
is effective.

The detection results before and after adding the
post-processingmodule proposed in this article by comparing
7 deep learning text detection models. We can find that
after adding the four post-processing modules proposed in
this article, the original deep learning detection model has
improved significantly in terms of precision, recall, and
comprehensive evaluation of F1. This is closely related to
our proposed post-processing module.

3) ROBUST ANALYSIS
In the third part, in order to verify the robustness of the
method in this article, different deep learning text detec-
tion methods were used to conduct experiments on differ-
ent datasets, and compared with the detection results of the
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TABLE 3. The detection results are compared before and after
post-processing in this article.

TABLE 4. The detection results of the method in this article on English2k
and Chinese2k datasets.

post-processing method added in this article. The comparison
networks used here LSAE [33], CTPN [23], SegLink [22],
TextBoxes [26], EAST [29], TextBoxes++ [36] and
CRAFT [37]. Table 4 and Table 5 summarizes the detection
results before and after using the post-processing method
of this article on different datasets. From the experimental
results in Table 4, it can be seen that on the English2k and
Chinese2k datasets, the method of this article has improved
at least 3% in precision, recall, and F1 value. As can be
seen from the experiment results of Table 5, and in ICDAR
2015 and ICDAR 2017(CTW-12k) datasets, the methods
described of this article in terms of accuracy, recall and
F1 value aspects of at least a 1.6% increase.

Fig. 11 shows the detection results of EAST [29],
LSAE [33] and CRAFT [37] models before and after using
the method proposed in this article in different datasets.
We can see more clearly that our method has a certain
improvement on the results of text detection on the five
datasets. The abscissa represents different datasets, and
the ordinate represents the evaluation results in Fig. 11.
Fig. 11(a), Fig. 11(b), and Fig. 11(c) respectively show the
evaluation results of the precision, recall, and F1 value before
and after using different methods on different datasets. In
the figure, the dark blue (EAST-before) represents the detec-
tion results of the EAST model, the light blue (EAST-after)

TABLE 5. The detection results of the method in this article on ICDAR
2015 and ICDAR 2017(CTW-12k) datasets.

represents the detection results of the EAST model with
the post-processing method of this article. The dark yel-
low (LSAE-before) represents the detection results of the
LSAE model and the yellow (LSAE-after) indicates the
detection results of the LSAE model after adding this
post-processing method. The blue-green (CRAFT-before)
represents the detection results of the CRAFT model and
the green (CRAFT-after) indicates the detection results of
the CRAFT model after adding this post-processing method.
As can be seen from Fig. 11, our method has great results
on 5 datasets such as ICDAR 2015 and ICDAR 2017(CTW-
12k). Among them, the precision, recall, and F1 value have
been improved by at least 2.2%, 1.6%, and 1.9%, respectively.

Fig. 12 shows the results of testing and evaluating different
IoU values when we use the same text detection model to
add the post-processing method of this article. In the Fig. 12,
the abscissa represents different IoU values, and the ordinate
represents the evaluation results. Among them, red represents
the recall, green represents the precision, and blue represents
the F1 value. We take 0.2, 0.3, 0.4, . . ., 0.9 for the IoU values,
respectively. The most ideal test result for the test task is that
the test result between the IoU value and the small value
should not change much. Fig. 12(a), Fig. 12(b), Fig. 12(c),
Fig. 12(d), Fig. 12(e) show the detection results of using the
datasets of English2k, Chinese2k, Standard yi, ICDAR 2015,
ICDAR 2017(CTW-12k) to take different IoU values. From
Fig. 12, we can see that when the IoU value is less than
0.8, on the English2k and Chinese2k datasets, whether it is
the precision, the recall, or the F1 value, the test results can
achieve a good result. And when the IoU value is less than
0.6, on the standard Yi dataset, the value of precision, recall
and F1, the test results can achieve a good result. In this
article calls the IoU values 0.8 and 0.6 here as change nodes,
and we analyze the reasons that cause the threshold change
nodes to be different. After visualizing the test set annota-
tion data, the comparison with the model detection effect
diagram found that the reason for the different change nodes
is the problem of the annotation method. In English2k and
Chinese2k, there is a small distance between the characters
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FIGURE 11. The detection results of different datasets before and after using the method proposed in this article. (a)Precision; (b)Recall; (c)F1.

FIGURE 12. The evaluation results of different thresholds on different datasets by the post-processing method in this article. (a)English2k; (b)Chinese2k;
(c)Standard yi; (d)ICDAR 2015; (e)ICDAR 2017(CTW-12k).

of each labeled data and the labeled coordinates, and there is
a certain distance between the characters and the coordinates
in the labeled data of the standard Yi dataset. After being
processed by our method, the distance between our predicted
coordinates and characters is very small, so it causes the
difference of the node of the IoU value change, that is,
the change node of the standard Yi dataset is smaller. In a
word, the detection results of different IoU on 5 datasets also
show that our method is great.

4) TIME COMPLEXITY ANALYSIS
In the fourth part, in order to verify the effect of the method
in this article on the processing time of text detection, exper-
iments were performed on different datasets using the same
model, and the processing time after adding the method of
this article was compared and analyzed. Fig. 13 is a histogram
of the processing speed on different datasets before and after
adding the text module. Here, the abscissa indicates different
datasets, the ordinate indicates the evaluation result, and the
light blue(Before) indicates the processing speed when the
text module is not added, orange(After) means the processing
speed after adding this module. Since we are analyzing the
processing speed, FPS is used here for evaluation. It indicates
how many pictures are processed in one second. The larger
the value, the faster the processing speed and the better the
effect. It can be seen from Fig. 13 that on the English2k,
Chinese2k and ICDAR 2015 datasets, the processing speed
is much faster than that on the standard Yi. This is because
the number of characters per image in the test set on the
English2k, Chinese2k and ICDAR 2015 datasets is relatively
small. From Table 1, it can be seen that the average is 19,
13 and 11, respectively, while the average number of char-
acters in each image of the standard Yi is approximately 528.
On the datasets of English2k, Chinese2k, standardYi, ICDAR
2015 and ICDAR2017(CTW-12k), the processing speed after
adding this method has dropped by 7.2%, 4.3%, 6.7%, 4.6%

FIGURE 13. The speed of processing before and after adding this article’s
modules.

and 4.1% respectively, which are all within 10%, so it is
acceptable.

V. CONCLUSION
General deep learning text detection is divided into network
prediction and post-processing. Network prediction outputs
the coordinates of the candidate box, and the post-processing
further processes the coordinates of the candidate box. Gen-
erally, NMS and adjacent connection merge are used to make
the text detection result more accurate. This article opti-
mizes the post-processing of text detection, and proposes four
closely connected post-processing modules, which solves the
problems of character misrecognition, detection deviation,
overlap detection, etc., realizes the refinement of text detec-
tion, and improves the text detection effect. The CBE module
solves the problem of detection deviation, the CBE module
and the RBR module together solve the problem of overlap-
ping detection, and the NBR module solves the problem of
charactermisrecognition. This article combines deep learning
and fine post-processing to make some contributions to the
field of text detection. Among the four modules, the BR
module and CBE module have improved the precision and
recall of text detection, while the NBR module and RBR
module have improved the precision significantly. However,
the method in this article is not applicable to all text detection,
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and has certain defects. Since themethod in this articlemainly
performs post-processing on the rectangular prediction box,
the method in this article can only be used for character
detection and text line detection that use rectangular boxes
as detection results. Therefore, we need to further research
the post-processing of curved text detection in the future.
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