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ABSTRACT Human motion similarity is practiced in many fields, including action recognition, anomaly
detection, and human performance evaluation. While many computer vision tasks have benefited from
deep learning, measuring motion similarity has attracted less attention, particularly due to the lack of large
datasets. To address this problem, we introduce two datasets: a synthetic motion dataset for model training
and a dataset containing human annotations of real-world video clip pairs for motion similarity evaluation.
Furthermore, in order to compute the motion similarity from these datasets, we propose a deep learning
model that produces motion embeddings suitable for measuring the similarity between different motions of
each human body part. The network is trained with the proposed motion variation loss to robustly distinguish
even subtly different motions. The proposed approach outperforms the other baselines considered in terms of
correlations between motion similarity predictions and human annotations while being suitable for real-time
action analysis. Both datasets and codes are released to the public.

INDEX TERMS Computer vision, dataset, deep learning, human pose, metric learning, motion similarity.

I. INTRODUCTION
Human motion, essentially a combination of translation and
rotational motions of each body joint, contains a lot of infor-
mation inherent to a human. In particular, motion similar-
ity that can be obtained by analyzing the human motions
has a wide range of applications. For instance, the motion
similarity can be used for action recognition [1]–[6]. It is
also possible to measure a motion similarity to determine
whether a task is performed well [7]–[11] or to identify
abnormal behavior [12]–[14]. A motion comparison system
is helpful for matching a target person from different cameras
for re-identification [12], [14]–[18].

While analyzing human motion plays an essential role
in the tasks mentioned above, motion similarity research
has attracted less attention so far due to the following
reasons. First, measuring the motion similarity is a chal-
lenging problem. Different camera views or human body
structures cause a variety of 2D joint coordinates, even for
similarmotions in videos. Thismakes it impossible to directly

The associate editor coordinating the review of this manuscript and

approving it for publication was Paolo Napoletano .

measure the similarity using the joint coordinates. Second,
the availability of large-scale datasets for learning the motion
similarity is limited. Lastly, to the best of our knowledge,
there are few human motion datasets available for assessing
the performance of different motion similarity computation
methods.

This work attempts to compare short video clips of basic
human motions. Our target motions are short enough (1−2
seconds) to be described by a few words or a sentence and
can be easily imitated after a demonstration. The comparison
is solely made by body movements, excluding the difference
in body sizes and appearances. In this work, we represent
a motion as a sequence of joint positions and do not con-
sider interactions between a human and an object in the
environment. To build a comparison system, we extend the
model of [19] to split human motion into five body parts
and map them to a latent space. The similarity is measured
by comparing the encoded motion vectors. The overview of
the method for measuring the motion similarity is depicted
in Fig. 1.

The proposed model is trained on our synthetic motion
dataset, an extended version of the dataset [19], from Adobe
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FIGURE 1. A high-level overview of the proposed method. The model takes a sequence of human joints coordinates and produces embeddings of body
parts which are used to analyze the similarity between different motions.

Mixamo [20]. We have collected human motion animations
with variations in characteristic elements (e.g., movement and
angle) of each motion. These variations are important for
learning the motion similarity as they allow us to distinguish
very similar movements.

To effectively incorporate this property into the model,
we propose a motion variation loss. This loss enforces the
distance between two motion embeddings to be proportional
to the motion variation. Overall, our goal is to learn disen-
tangled motion embeddings from the skeletons and camera
views, in contrast to the existing motion similarity learning
methods utilized in other tasks such as action recognition. The
motion embeddings, which are divided into five body parts
and learned through the motion variation loss in this paper,
allow the robust analysis of the motion similarity.

To assess the performance of the proposed model on
real-world data, we have utilized NTU RGB+D 120 [21],
[22] dataset that has been widely used for action recogni-
tion [23]–[31]. NTU RGB+D 120 is composed of videos
where people perform various actions with different camera
angles. Since there are no labels in the dataset to measure the
similarity, we have collected labels via Amazon Mechanical
Turk (AMT) [32]. The proposed method achieved the high-
est correlations between the evaluated similarity scores and
the human perceptions compared to the other baseline mod-
els considered. Both datasets and codes are made publicly
available.1

In summary, our main contributions are:

• Body part embedding (BPE) model that can measure
motion similarity and identify movement differences of
body parts.

• Motion variation loss to distinguish subtle variations in
similar motions.

• Synthetic dataset for training the intra-motion variations
and human annotations of NTURGB+D 120 for motion
similarity evaluation.

The remainder of this paper is organized as follows.
First, we offer a briefing on the related work in Section II.
The training method and algorithm for calculating motion
similarity are described in Section III. In Section IV, we intro-
duce the datasets used for the model training and validation.

1https://chico2121.github.io/bpe/

Section V provides results of the experiments and an
application example. Finally, the last section summarizes and
concludes the paper.

II. RELATED WORK
A. MOTION SIMILARITY
Defining a similarity between human poses is a fundamental
task for building a video retrieval system, and many studies
have approached it in various ways. Ferrari et al. [33] defined
a feature vector representing a human pose in an image based
on the pictorial structure, computed vector space distances
between poses in a query image and individual frames of a
video in a database, and aggregated the distances from all
frames to obtain the relevant score for the video track. The
system in [34] measured the distance between poses as a
function of joint angles and retrieved similar videos contain-
ing the frames near a query pose image. Kim and Kim [9]
measured the similarity between two dance poses using the
joint angles of the person in a frame. In [35], fixed-length
short motion sequences are clustered into groups and used as
amotion representation. In contrast to [9], [33], [34], in which
themethods for either image-level or video-level retrieval rely
on pose similarity between two image frames, our method
defines motion similarity between a pair of motion sequences
directly.

Apart from analyzing independent motions, Shen et al.
[36] proposed an approach for measuring motion similarity in
interaction-based activities. While this approach is promising
for the tasks of interacting with objects, it cannot be utilized
for comparing independent movements without interactions
or when the objects are located far apart. Moreover, the algo-
rithm is unsuitable for real-time applications. In [4], Long
Short Term Memory (LSTM) with a layer normalization
architecture was utilized to generate motion embeddings.
At the training phase, the authors replaced hard-negative
mining required for similarity learning with MaximumMean
Discrepancy (MMD) [37] and saved computational cost.
We employ this architecture as one of the main baselines
when assessing the performance of our model.

B. HUMAN BODY EMBEDDING
Decomposing a body into several parts based on the
human skeleton structure and constructing representations
for individual parts are common approaches for human
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action understanding. For instance, Choutas et al. [38] sug-
gested a fixed-size representation of a video clip containing a
motion as a collection of trajectory maps of individual joints.
Guo and Choi [39] argued that learning local representations
separately on four limbs and torso was helpful for short-term
human motion prediction.

Liu et al. [40] suggested the hierarchical partwise bag-of-
words (HPBoW) representation focused on visual salience of
different body areas with 7 bag-of-words features (limb, head,
leg, foot, upper, lower, and full) in 3 levels (low level, middle
level, and high level). Hake [41] extracted interaction triples –
a body part, an action verb, and an object – from images based
on the features of part regions. Jammalamadaka et al. [42]
proposed a method to classify a body part image to a corre-
sponding class and constructed an image embedding vector
based on the classification scores. In [42], the learned body
part embeddings are not merely intermediate representations
for subsequent classifiers, but also contain general informa-
tion for 2D pose reconstruction and can be appropriate for
measuring motion similarity.

C. DATASETS FOR MEASURING THE SIMILARITY
Few datasets contain a pair of motions with similarity anno-
tation. Mori et al. [43] suggested annotating pose similarity
automatically by determiningwhether themean joint distance
satisfies a given threshold constraint. Despite the ease of
constructing a large-scale dataset, this method was not able
to generate similar pairs of poses in terms of human percep-
tion. Other studies, [35], [36], evaluated their models against
binary classification or retrieval test sets constructed from
action recognition datasets by regarding motions of the same
action label as being similar. In [36], the authors defined an
evaluation task in which a comparison system is required to
assign higher similarities to motions that share more specific
class labels for a query motion. However, this class-based
strategy cannot properly capture the intra-class variations of
motions as actions from the same class might be less similar
than another pair from different classes.

Motivated by the lack ofmotion similarity datasets, we pro-
pose a new dataset containing motion similarity annotations
obtained from crowd workers for about 20K video pairs.

D. TRIPLET AND QUADRUPLET LOSSES
Schroff et al. [44] proposed a triplet loss which takes three
images as input. Specifically, the input is composed of a
reference image of a person (anchor), another image of the
same person (positive sample), and an image of a different
person (negative sample). The loss minimizes the distance
of anchor-positive features while maximizing the distance of
anchor-negative features. The triplet loss has been actively
applied in many studies. Wohlhart and Lepetit [45] utilized it
to predict classes of objects and 3D poses. Hermans et al. [46]
proposed a triplet loss that includes a samplingmethod, show-
ing state-of-the-art performance in person re-identification.
Kim et al. [47] proposed a new triplet loss using continuous
labels that preserve the distance ratio of numeric labels in the

FIGURE 2. Visualization of DTW algorithm. (a) is a figure describing the
process of finding the optimal alignment between two time series P and
Q. (b) shows that the elements of the time series P and Q were matched
according to the optimal alignment obtained by DTW.

learned latent space, allowing the model to learn the degree
of similarity, not just the order. Meanwhile, [48], [49] learned
the distance between features using four samples. By using
the triplet loss as a basis, the authors constrain the minimum
inter-class distance to be larger than the maximum intra-class
distance. While such approaches focused on the inter-class
separation through a manually defined constraint, we aim to
map the distance in a latent space between the intra-class
samples using ground-truth motion variation labels.

E. DYNAMIC TIME WARPING
Dynamic Time Warping (DTW) [50] is an algorithm that
determines an optimal alignment of two time series with
different lengths. Let P = (p1, p2,· · · , pTP ) ∈ Rhp×TP denote
the time series of hp-dimensional vectors with time-length TP.
Similar to P, Q = (q1, q2,· · · , qTQ ) ∈ Rhq×TQ represents the
time series of hq-dimensional vectors with time-length TQ.
To align the two time series, DTW constructs cost matrix
D ∈ RTP×TQ using dynamic programming. Each matrix
element Dij = d(pi, qj) is the cost between pi and qj, where
i ∈ [1 : TP], j ∈ [1 : TQ], and d(·) is a distance metric. The
optimal alignment is the path with the smallest sum of costs
from D11 to DTPTQ , like the gray colored path in Fig. 2 (a).
The path obtained in this way is not matched with the same
time points, but with the points of a similar pattern, as shown
in Fig. 2 (b). We utilize DTW to align two motions and
calculate their similarity.

III. METHOD
We propose a learning-based method to encode unique
motion embeddings necessary for the motion similarity
assessment. Inspired by the framework of [19], we extend
the method by training a model to reconstruct each body
part (Section III-A1), rather than the whole body, to identify
particular hand or foot movements. Furthermore, we propose
a motion variation loss (Section III-A2) to robustly calculate
motion similarity (Section III-B).

A. BODY PART EMBEDDING MODEL
1) NETWORK STRUCTURE
LetM,S, and C respectively denote the sets of motion, skele-
ton, and camera view attributes in the training set. To calculate
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FIGURE 3. Body parts decomposition. Middle hip is the origin of the
coordinate system.

a total loss, we require M = {m, m′, m′′}, S = {s, s′}, and
C = {c, c′}, which are subsets of M, S, and C respectively.
Also, m and m′′ are required to be from the same motion
class with different characteristics (i.e., motion variation),
and m′ to be a motion from a different class. For example,
if m is a Low jump, then m′′ is a High jump whereas m′ is a
Sitting. s and s′ represent two skeletons with different body
structures, and c and c′ are view angles when 3D motion
is projected to 2D. We can generate a motion sequence by
selecting and combining each element fromM , S, and C . Let
X = {Xijk ∈ R2×J×T

| i ∈ M , j ∈ S, k ∈ C} be the set
of 2D coordinate sequences where J is the number of joints
of a skeleton, and T is the time length of the motion sequence.
Among the elements of X , Xmsc and Xms′c are the sequences
of 2D joint coordinates representing the same motion m with
the different skeletons s and s′ at the same view angle c.

With set B, composed of nB = 5 body parts, we decompose
a skeleton to construct body part embeddings. In our case,
B = {Right Arm, Left Arm, Right Leg, Left Leg, Torso} is
considered, as depicted in Fig. 3. Specifically, the motion
sequence Xmsc is decomposed into specific body parts Xbmsc ∈
R2×nb×T , where nb is the number of joints in b ∈ B. Xbmsc is
fed into body part motion encoder EbM and skeleton encoder

EbS to produce embeddings. For global camera view encoder
EC , all the decomposedmotion sequences are concatenated to
generate the input of EC . Let us denote this input as Xamsc ∈
R2×nc×T where nc is the sum of the number of joints that
make up each body part. The embeddings from the two types
of encoders EbM and EbS , respectively capturing the motion
and skeleton features of body part b, are combined with the
feature from the EC . These combined features are decoded
by body part decoder Db to reconstruct the body part motion
sequence. Since we consider 5 body parts, each of the motion
and skeleton encoders has 5 modules (i.e., one for each body
part) that do not share weights among them. This process is
visualized in Fig. 4.

2) LOSSES
Aberman et al. [19] used a triplet loss to enforce separa-
tion between the samples on the motion latent space. Let
zbmsc = EbM (Xbmsc) be the resulting motion embedding of Xbmsc
obtained from EbM . Then, motion triplet loss is:

LbM (Xbmsc,X
b
m′s′c′ )

= [d(zbms′c′ , z
b
msc)− d(z

b
ms′c′ , z

b
m′s′c′ )+ δ]+, (1)

where d(·) is a distancemetric, δ is amargin betweenXbmsc and
Xbm′s′c′ pair, and [·]+ is a hinge function [51]. The triplet loss
makes the distance between a reference and a positive sample
close, while it enforces the distance between a reference and a
negative sample to be far. However, this loss does not contain
information on how similar the samples are.

To overcome this limitation of the triplet loss, we propose
a loss term by utilizing a motion variation score between
samples in the same action category. The proposed motion

FIGURE 4. Visualization of the proposed model. Each body part is drawn in a different color.
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FIGURE 5. Visualization of the motion variation loss. (a) shows a
situation where loss brings positive and semi-positive samples closer
when they are mapped far; (b) indicates that the loss drives them far
when they are mapped close.

FIGURE 6. Visualization of the motion variation for positive and
semi-positive samples of the SARA dataset. The motion variation is
computed from two samples that belong to the same motion class but
have different characteristics (e.g., Energy).

variation loss projects positive and semi-positive samples at a
certain distance defined by the motion variation, as illustrated
in Fig. 5. Assuming that there are variables that can control
the movement of the skeleton, such as Energy, Distance, and
Height in Fig. 6, we let vm be the characteristic vector that
has each element corresponding to one of these variables for
motion m. Since m and m′′ belong to the same motion class,
vm and vm′′ have the same nvm number of variables. Then,
the motion variation var(m,m′′) betweenm andm′′ is defined
as:

var(m,m′′) =
‖vm − vm′′‖1

2× nvm
. (2)

The motion variation lossLbvar is defined by using the motion
variation as:

Lbvar (Xbmsc,Xbm′s′c′ ,X
b
m′′sc)

= LbM (Xbmsc,X
b
m′s′c′ )+ LbM (Xbm′′sc,X

b
m′s′c′ )

+α{d(zbmsc, z
b
m′′sc)− β · var(m,m

′′)}2, (3)

where d(·) is a distance metric, and hyper-parameters α and
β are respectively set 1 and 0.1 in our experiments. With
this loss term, we expect the motion embedding vectors of
positive and semi-positive samples to be dependent on the
characteristic vector.

For the skeleton and camera view embeddings, triplet
losses LbS and LC can be obtained in the same manner as (1).
These terms are then combined to complete the final similar-
ity loss term:

Lsim =
∑
b∈B

Lbvar +
∑
b∈B

LbS + LC . (4)

The estimate X̂b ∈ R2×nb×T , which is the output of
the Db, can be obtained by providing the concatenation of
motion, skeleton, and camera view embedding vectors to Db.

Algorithm 1:Measuring Motion Similarity
Input : motion sequences X1,X2,

motion encoders
EM = {E1

M ,· · · ,E
b
M ,· · · ,E

nB
M },

video sampling window size w,
video sampling stride r

Output: similarity sim

divide X1,X2 into each body part {X1
1 ,· · · ,X

b
1 ,· · · ,X

nB
1 },

{X1
2 ,· · · ,X

b
2 ,· · · ,X

nB
2 }

for b = 1 to nB do
extract patches from Xb1 ,X

b
2 using sliding window

with w, r
obtain embeddings Fb1 ,F

b
2 from the extracted

patches by using EM
path← DTW (Fb1 ,F

b
2 )

simb← average cosine similarity between the
embedding pairs in path

sim← the average of {simb|b ∈ B}

While the considered BPE model is able to accommo-
date 12 combinations specified by the different attributes
of M , S, and C as inputs, only three inputs, Xbmsc, X

b
m′s′c′ ,

and Xbm′′sc are utilized to calculate reconstruction error for
computational efficiency. Specifically, motion embeddings,
EbM (Xbmsc), E

b
M (Xbm′s′c′ ), and E

b
M (Xbm′′sc), skeleton embeddings,

EbS (X
b
msc) and EbS (X

b
m′s′c′ ), and camera view embeddings,

EC (Xamsc) and EC (X
a
m′s′c′ ) are concatenated into 12 different

ways to build the inputs of Db. Before the concatenation,
the camera view embedding is copied by the number of
body parts. Then, the skeleton embeddings and all the copied
camera view embeddings are tiled along the time axis. The
reconstruction error can then be calculated by comparing
the output X̂b of the decoder Db with the ground truth. The
reconstruction error for each body part is defined as follows:

Lbrec =
1
12

∑
i∈M

∑
j∈S

∑
k∈C

(X̂bijk − X
b
ijk )

2. (5)

This reconstruction error term helps disentangle motion,
skeleton, and camera view embedding vectors.

Finally, foot velocity loss Lf used in [19] is applied to
prevent a foot skating phenomenon that causes a significant
error in hands and feet. The final loss is a weighted sum of
the individual loss terms:

L = λ1
∑
b∈B

Lbrec + λ2Lsim + λ3Lf , (6)

where the weights λ1, λ2, and λ3 are respectively set 1, 1, and
0.5 in our experiments.

B. MEASURING MOTION SIMILARITY
The measurement of similarity between motions is described
in Algorithm 1. We use the outputs of the motion encoders
only so that the model can generate predictions robust
to differences in view-points or skeletons (e.g., different
heights).
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Let two sequences X1 ∈ R2×J×T1 and X2 ∈ R2×J×T2 ,
which are targets for measuring motion similarity, have time
lengths of T1 and T2, respectively. Also let Xb1 ∈ R2×nb×T1

and Xb2 ∈ R2×nb×T2 respectively be the sequences cor-
responding to body part b of X1 and X2. Sliding window
approach with window size w and stride r is applied to split
Xb1 and Xb2 into patches, which are then put into the motion
encoder EbM . Let Fb1 and Fb2 respectively denote the sets of
motion embeddings of Xb1 and Xb2 patches. They are then
fed as inputs to the DTW algorithm to determine the best
alignment between the sequences. Subsequently, the similar-
ity of each body part can be obtained through average cosine
similarity between matching time frames on the DTW path.
Based on each body part’s similarity, the final similarity of
two sequences X1 and X2 can be calculated by averaging over
body parts and temporal timestamps.

IV. DATASETS
Training the model to produce a motion embedding repre-
sentation is performed with a synthetically created 3Dmotion
dataset. Additionally, to demonstrate the generalization capa-
bilities of the proposed model in evaluating motion similarity
of the real-world data, we have manually annotated the NTU
RGB+D 120 dataset. The latter is only used for performance
evaluation.

A. SYNTHETIC MOTION DATASET: SARA DATASET
We have constructed a 3D motion dataset, named Synthetic
Actors and Real Actions (SARA), for training a model to
produce motion embeddings suitable for reasoning about
motion similarity. For this, Mixamo [20] has been utilized.

Motion sequence data was generated by combining 18
different actors (i.e., action performing characters). The char-
acters were rendered in a skeleton shape with Adobe Fuse
software. We select four action categories (Combat, Adven-
ture, Sport, and Dance) comprising a number of motion
variations, where each action has a frame length of 32 or
more. There are 4,428 base motions (e.g., dancing, jumping)
in the SARA dataset. With these motions, the intra-class
variationswere generated.Mixamo allows the users to control
various characteristics of each motion (e.g., Energy) that
can be adjusted to create different motion’s characteristic.
The value of the characteristics variables is within the range
of [−1, 1], and in the SARA dataset, it is set to one of
{−1, −0.5, 0, 0.5, 1}. This parameter is configured differ-
ently according to a motion. Each sequence frame provides
3D coordinates of 17 joints from all body parts, and we have
generated samples through 2D projection. The statistics for
the dataset are summarized in Table 1.

B. NTU RGB+D 120 SIMILARITY ANNOTATIONS
We have collected motion similarity annotations for NTU
RGB+D 120 dataset to evaluate motion similarity in the real
world. TheNTURGB+D120 dataset is an action recognition
dataset consisting of 114,480 videos covering 120 different
actions of 106 people. While original videos of the dataset

TABLE 1. SARA dataset overview.

were used to obtain ground truth motion similarity from
AMT, only the 2D skeleton sequences are utilized in our
model to estimate the motion similarity.

Only a portion of the entire dataset has been utilized since
the actions with little movements such as reading, writing,
and phone call also exist in the original NTU RGB+D 120
dataset. After filtering out these actions, 21 actions with large
and well-defined movements were selected based on visual
inspection. Then, two videos of 39 people for each action
were sampled. The total number of sampled video clips were
1,638 (21 actions × 39 people × 2 videos).

We have obtained the motion similarity scores from
humans of AMT [32] by using the sampled videos. The
motion similarity was scored on a 4-point scale ranging
from 1 (utterly different motions) to 4 (same movements) for
each pair of video clips. The similarity score for a pair is
an average of scores collected from at least ten workers of
AMT. Among all the possible candidates, the annotations for
20,093 randomly sampled video pairs were collected. We use
all the annotations to evaluate the models, not to train. These
annotations are released on our project page. More detailed
information, including instructions and annotation guidelines
provided to the workers, can be found in the supplementary
material. Some of the video pairs and distribution of the
annotated similarity scores are shown in Fig. 7.

There are some imprecise skeleton data in NTU RGB+D
120. To cope with this problem and to generate new 2D
joint annotations, we have used our reproduction of Multi-
PoseNet [52] with the average precision of 0.709 for large
objects in COCO 2017 valid set to generate new 2D joint
annotations.

V. EXPERIMENTS
In this section, we first present implementation details for our
model, then introduce the correlation measurements between
the collected annotations for NTU RGB+D 120 pairs and
the similarities produced by several models, including ours
and baselines’. Next, we visualize the motion latent space of
our model. Finally, we explain how our framework can be
applied to real-world tasks. For all the experiments in this
section, only the SARA dataset is used for training, and the
NTU RGB+D similarity annotations are used for evaluation.

A. IMPLEMENTATION DETAILS
1) PREPROCESSING
First, all motion sequences are divided into segments of
32 frames. Then we split the SARA dataset into training
and validation sets composed of different base motions of
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FIGURE 7. The examples of the AMT annotations pair from NTU RGB+D 120 [22] dataset. (a), (b), (c), and (d) are an example of scores 4, 3, 2, and 1
respectively; (e) is the histogram of the total collected scores.

FIGURE 8. Network structure of encoders and decoders. Except for the camera view encoder, encoders and decoders are as
many as the number of body parts.

non-overlapping characters. As a result, 455,028 32-frames
motions from 12 characters and 64,218 32-frames motions
from 6 characters are constructed for training and validation,
respectively.

In a real-world environment, the size of a person’s projec-
tion varies depending on the distance from a camera. To han-
dle this problem, the skeleton size of the sequence is reduced
or increased with the scale factor, which is randomly sampled
between 0.5 and 1.5. After the scale adjustment, the reference
joint for each body part is selected, and the coordinates of all
joints are changed from absolute to relative coordinates. Ref-
erence joints for each body part are: shoulders for arms, hips
for legs, and the middle hip for a torso, respectively. Finally,
the coordinates are normalized using the z-normalization to
produce the final input.

2) NETWORK STRUCTURE
The encoders and decoders of our BPE model depicted
in Fig. 8 are implemented as convolutional layers with a
batch normalization [53] layer and a leaky rectified linear unit
(Leaky ReLU) [54] activation function in between each layer.

The motion encoder for each body part takes a 2D sequence
for the corresponding body part as input. LetXbmsc ∈ R2×nb×T

be a sequence fed into the encoder for body part b. Each
motion encoder generates the embedding, which is denoted
as EbM (Xbmsc) ∈ Rh1× T

8 , where h1 = 128 for the torso motion
encoder and h1 = 64 for the other encoders. The torso
embedding is set to a higher dimension since the number
of joints is greater than other body parts. In the case of
the skeleton encoders, the input is the same as the motion
encoders. The difference is that it generates an embedding
that compresses the temporal information using global max
pooling. This embedding, denoted as EbS (X

b
msc) ∈ Rh2 , has

a dimension h2 = 32 for torso and h2 = 16 for the others.
The camera view encoder uses the concatenation of the body
parts as input. Unlike the skeleton encoder, we use average
pooling to make the embedding with dimension h3 = 64.
The camera view embedding is copied by the number of
body parts. Then, the generated skeleton and camera view
embeddings are tiled along the time axis to match the size
of the motion embedding, T8 , and subsequently concatenated.
The decoder then yields an estimate X̂bmsc for each body part
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TABLE 2. The rank correlations with AMT scores.

TABLE 3. The ablation study on the proposed loss function.

by utilizing the concatenated embeddings. The size of the
resulting output is the same as the input size of the encoders.

3) OPTIMIZATION
The model was trained using Adam optimizer with β1 = 0.9,
β2 = 0.999, and ε = 10−8. L2 regularization with weight
decay of 0.01 was also used to prevent overfitting. The initial
learning rate was 10−3, and we applied an exponential decay
with a rate of 0.98 every 1/3 epoch. Using a single GPU
(NVIDIA Tesla V100) and Intel Xeon 5120 @ 2.20GHz,
it took less than 20 minutes for the model to train 1 epoch
with 12 workers and a batch size of 2,048.

4) MODEL SELECTION
As mentioned above, we trained the model only with the
SARA dataset. The model parameters to be employed for
evaluation were selected based on the epoch with the lowest
total loss for the SARA validation set.

B. NTU RGB+D 120 SIMILARITY ANNOTATIONS
1) COMPARISONS WITH THE OTHER BASELINES
We calculated the correlations between the model’s predic-
tions and the annotated similarity scores to determine how
comparable the model is to human perception. Spearman’s
rank correlation was employed as an evaluation metric, and
20, 093 pairs were used to obtain the correlations. For the
models relying on 2D coordinates, the symmetrical nature of
a human body was utilized. In detail, each model predicted
two different similarity scores for each motion pair: one
from the original motion sequences and the other by using
horizontally flipped ones from the two sequences, and then
the larger value was selected as the final similarity prediction.
It is referred to as Body flip in Table 2 and Table 3.

Four approaches were considered as baselines. The first
one was a heuristic algorithm that calculated the Euclidean
distance between the joints of thematching frames. DTWwas
used to align the frames of two motion sequences. As the sec-
ond baseline, we incorporated the algorithm of [9], where
the authors proposed the similarity of 3D motion sequences
between teacher and learner in a dance teaching situation.
We used the 3D joint coordinates of the NTU RGB+D 120
as inputs for this method.

TABLE 4. Motion similarity by body part for the sample pairs in Fig. 9.
Body parts with relatively lower similarity scores are marked bold.

As another baseline, we considered the approach of
Coskun et al. [4], which carried out tasks of action recog-
nition and retrieval, since it learns the similarity between
the motions through metric learning. We re-implemented the
model of [4] and trained it with the SARA dataset for a fair
comparison. Similar to Algorithm 1, DTW was employed
to align the motion embedding patches. Finally, we have
trained the model of Aberman et al. [19] on the SARA dataset
and used its motion embeddings for similarity measurement.
Since [19] generated one motion embedding for the entire
body’s motion sequence, Algorithm 1 was modified to cal-
culate the similarity for individual embedding vector.

Overall, the highest correlation results were achieved by
the proposed BPE model, as shown in Table 2. Our method
significantly improved the correlation results between the
similarity estimation and the human perception. There are
twomain reasons for this. One is that our method can estimate
the similarity score for each body part. When people compare
two motions, they tend to think that the whole body performs
different motions even if only one body part moves differ-
ently. Furthermore, our loss term allows the model to catch
subtle intra-class variations and enables similarity estimation
to be closer to human perception. The ablation study related
to the loss termwill be discussed in the following subsections.

Interestingly, in all the cases based on the proposed BPE
model, the similarity correlation results produced with the
Body flip had the best performance. This implies that hori-
zontally flipped motions are considered as the same motions
in the human perspective. For example, people may not care
whether a human throws a ball with his or her right hand and
tend to focus on the fact that a ball is thrown in determining
whether the motions are similar.

Finally, we noted that using motion sequences corrected by
MultiPoseNet results in a higher correlation score for every
method.We believe that refining imprecisely annotated poses
had an impact on this.

2) ABLATION STUDY
To verify the effectiveness of the proposed loss term, we have
carried out ablation experiments. Specifically, we respec-
tively removed the reconstruction and motion variation losses
by excluding their contributions from the total loss. The
results are outlined in Table 3.

The results show that the correlation scores increased when
motion variation loss was applied. Unlike the triplet loss,
motion variation loss forces the model to ensure that motion
embeddings are separated even for slightly different motions
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FIGURE 9. The pairs (from NTU RGB+D 120 [22]) for body part similarity in Table 4.

FIGURE 10. Visualization of motion latent vectors. The motion classes of the SARA validation set are clustered by colors in the left part of (a). The dark
green (Adventure152) and light yellow (Dance132), circled in black, correspond to the similar motions that were performed while standing with the
elbows bent and leaning back (shown in the right part of (a)). The visualization of 21 sampled actions of NTU RGB+D 120 [22] is made in the left part of
(b). The blue (cheer up) and red (stretch oneself) positioned on the upper right, represent similar motions (shown in the right part of (b)).

from the same class.We argue that this property helps amodel
to generate similarity predictions close to human perception.

When we omitted the reconstruction loss, the correla-
tion scores decreased. We claim that the reconstruction loss
of our model enforces the embedding to contain essential
information of the motions, and when it is applied with a
cross-reconstruction scheme, it can generate the embedding
of the motion attribute independent of the skeleton or camera
view.

The BPE model without the motion variation loss (the
second row of Table 3) has shown better performances
than Aberman et al. (the third row of Table 2), suggesting
the effectiveness of the proposed body part decomposition
approach. The motion embedding for each body part appears
to make it possible for the model to capture the detailed
motion information.

3) MOTION SIMILARITY COMPARISON BY BODY PART
Our model computed the motion similarity for each body part
for a given pair of motions. Representative results from NTU
RGB+D 120 are given in Table 4 with the visual references
in Fig. 9. Fig. 9 (a) represents a case where both people raise
their left hand. Our model predicted high similarity results
in most body parts except the right hand for which their
positions were different. Next, Fig. 9 (b) shows a motion
where one person raises both hands while the other raises a

left hand. The model predicted a lower similarity score for
the right arm while having a high score for the remaining
parts. Fig. 9 (c) represents motion sequences with the same
waving motion performed with a different hand. It was found
that the motion similarities for both arms were lower than for
the other body parts. In Fig. 9 (d), the left person sits on the
chair, and the right one performs squats. The model predicted
the similarities of legs and torso lower than those of arms
since the angles of the knees and hips were different. Finally,
an example of a comparison between a person standing with
the raised arms and a person sitting is displayed in Fig. 9 (e).
The similarity scores in all parts were relatively low as all
body parts’ motions do not match.

C. VISUALIZATION OF MOTION LATENT CLUSTERS
The motion latent spaces for the SARA validation set and
NTU RGD+D 120 are shown in Fig. 10, visualized using
t-SNE [55]. Fig. 10 (a) shows that despite the differences
in the characters and camera views in the SARA dataset,
the sequences with the same motion attributes are clustered
together. It supports the claim that the similarity can be
measured by considering only the motion, independent of
the humans or camera views. Furthermore, motions that were
closely mapped corresponded to similar movements of body
parts as displayed on the right side of Fig. 10 (a), even though
they belonged to different classes. The plot on the left of
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FIGURE 11. Illustration of comparing two dance sequences by each body part. Threshold of 0.4 is chosen to separate similar (green) and different (red)
motions.

Fig. 10 (b) shows the motion latent space for the 21 sampled
actions of NTU RGB+D 120. Overall, the samples with the
same action class formed clusters. In some cases, however,
different motions were mapped closely, similar to the aspect
shown in the SARA dataset’s case. The photos on the right
of Fig. 10 (b) are examples of such cases in which they are
positioned closely due to their motion classes’ similarities
from the human perspective.

D. APPLICATION
In this subsection, we provide a guideline on how to utilize the
proposed motion similarity in the real-world. Evaluating an
exercise (e.g., dance, yoga, and figure skating) performance
is a natural application of the proposed model.

Let’s assume that we have a dancer with a goal of repeating
ground truth movements. Our goal is to assess the perfor-
mance periodically as the dance progresses. For this purpose,
we compared two temporally aligned videos of people trying
to perform the same dance. To extract the joints’ location,
we used the method of [52] while any human pose estima-
tion algorithm is suitable. Algorithm 1 with window size
w = 32 and stride r = 32 was used to obtain the motion
similarities between two sequences. The parameters were set
to provide feedback approximately every second. However,
they could be defined arbitrarily based on the application
or user preference. Fig. 11 shows an example of interactive
motion performance feedback. Several full video sequences
are available in the supplementary materials.

To compare two video clips (3.5 minutes long, 24fps) the
proposed method took about 7.8s (approx. 670fps) on CPU
(Intel Xeon 5120 @ 2.20GHz) without model or code opti-
mization. This included joints data preprocessing, network
inference, and motion similarity calculation while excluding
the pose estimation extraction.

Note that, in its current form, the proposed method neither
provides feedback on the exact incorrect human joint location
nor how to correct the location to make the action more
similar. Yet, our method provides a similarity score on the
sequences without requiring evaluation of the motion simi-
larity based on the manually defined rules, for instance, nor-
malized distances between joints of an actor and the ground
truth.

VI. CONCLUSION
In this paper, we proposed a method of measuring sim-
ilarity for two motion sequences. To compute similarity,

we generated motion embedding vectors for each body part,
and the motion variation loss term was introduced to dis-
tinguish similar motions. Additionally, a synthetic dataset
to train the model was constructed. For the evaluation pur-
poses, we have collected real-world annotations of the NTU
RGB+D 120 dataset. The evaluation indicated that our
method achieved the best performances compared to the other
baseline models considered.

Since our approach depends on the motion sequence,
the similarity model performs best when precise pose esti-
mation is available. However, the pose estimation may not
be satisfactory in challenging situations (e.g., occlusions and
crowded scenes), and it is our future work to accurately
measure the similarity even in those challenging situations.
Extending the model to learn temporal alignment is also an
important future work. We expect the extended model to
produce better similarity predictions by using both aligned
and non-aligned action datasets, and data-driven sequence
alignment. Finally, evaluating the performance of existing
tasks such as action recognition or person re-identification by
applying themotion similarity is also viable. In fact, the afore-
mentioned tasks already take advantage of the concept of
motion similarity, and it would be interesting to see how the
proposed method can contribute to those tasks.
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