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ABSTRACT Human motion recognition is playing an increasingly important role in modern society. Direct
recognition of complex motions has great limitations, so we usually study basic motions first. The key to
the establishment of the basic motion set is how to determine the number of basic motions. Sum of the
Squared Errors Distribution (SSED) is therefore proposed to determine the number of clustering classes of
Self Organizing Maps (SOM). Secondly, the Weighted Tangent Segmentation (WTS) is also proposed to
segment complex motions into simple ones, and the sequence with the time stamp is generated. Finally,
Back Propagation with the time stamp (BPTS) is proposed to classify the simple motions according to
the basic motion set, and the complex motion is recognized according to the time stamp. The motions of
human upper limbs are used to verify the effectiveness of this method. SSED determines that the number
of clusters of human upper limb motion is 10. The experimental results show that the correct segmentation
rate (CSR) is 98.13%. The recognition rate of basic motions is 98.67% and 99.33% in user independent
(UI) and user dependent (UD) experiments, respectively. The recognition rate of complex motions is
96.37%. Experiments on UI and UD recognitions verified the effectiveness of our algorithm. Compared
with other recognition algorithms, the complex motion recognition method proposed in this article has better
recognition performance.

INDEX TERMS Clustering algorithms, multi-layer neural network, object recognition, object segmentation,
self organizing feature maps.

I. INTRODUCTION
Human motion recognition is a key technology in vari-
ous fields including consumer electronics [1] and health
care [2], [3]. For instance, Tewari designed a weak model
of gesture recognition based on five postures in 2017 to
solve the problem of non-contact interaction in cars [4]. Lu
designed a smart wheelchair motion control system based on
gesture recognition for people with physical disabilities [5],
In recent years, motion recognition technology based on
vision has been rapidly developed, such as flow-guided (FG)
dynamic maps [6], Residual Network (ResNet) [7], Multiple
Batches of Motion History Images (MB-MHIs) [8], skeleton
edge motion networks (SEMN) [9],deep convolutional neural
network (DCNN) [10], and Random forest (RF) [11]. Most
of these methods use image or video information obtained
by cameras to perform human motion recognition. However,
there are some limitations, such as the camera’s field of
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view, the complexity of target background, the intensity of
light, and the privacy of the user. With the development of
sensor technology, non-visual motion recognition technology
has been developed rapidly, such as Hidden Markov Model
(HMM) [12], Support Vector Machine (SVM) [13], Prin-
cipal component analysis (PCA) [14], K-Nearest Neighbor
(KNN) [15], Neural Network (NN), Singular value decom-
position (SVD), and Wavelet packet transform (WPT). Most
of these algorithms use surface electromyography (SEMG)
signal acquisition sensor and inertial sensors in the process
of data collection. SEMG refers to the electrical signal col-
lected during muscle contraction. During human movement,
the muscle contractions of different movements may be the
same or very similar. Therefore, the use of SEMG to rec-
ognize human movements has certain limitations. [16] In
this article, we use inertial sensors to study human action
recognition.

Human motion is complex and diverse, and direct recog-
nition has great difficulties. In order to fully recognize the
human posture, it is necessary to segment the complex

37116 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0001-9814-4704
https://orcid.org/0000-0001-9612-7580
https://orcid.org/0000-0002-6948-1418
https://orcid.org/0000-0003-0904-7123
https://orcid.org/0000-0001-9653-6990
https://orcid.org/0000-0003-3616-8019
https://orcid.org/0000-0002-7797-401X
https://orcid.org/0000-0001-8641-6119


W. Yang et al.: Motion Recognition Based on SSED

postures into simple ones [17]–[19]. The time series segmen-
tation algorithm can be divided into three methods: limiting
the number of segments [20], [21], fitting error of a given
segment [22], and segmenting by special points [23]. The
special point segmentation uses the characteristics of the
sequence itself to determine the segmentation point, which
can avoid the omission of important information. It can
maintain the same shape and characteristics as the original
sequence, and has high compression ratio and small fitting
error [24]. According to this method, we propose a weighted
tangent segmentation (WTS) to segment complex motions
into simple unidirectional motions. In this method, the mini-
mum value of weighted tangent is used to determine the seg-
mentation point. Through simple motion recognition, we can
recognize arbitrarily complex motions composed of simple
motions.

Through the segmentation of complex motions, we have
obtained simple motions, but how to classify these
motions is still an issue. Common clustering algorithms
can be divided into hierarchical method [25]–[28], par-
tition method [29]–[32], density method [33]–[36], grid
method [37], [38], statistical method [39]–[42], and neural
network method [43], [44]. The hierarchical clustering algo-
rithm has a simple structure, but it is not sensitive to the
input order of samples, and the algorithm time complexity
is large. The partition-based clustering algorithm has low
time complexity, but is sensitive to outliers and noise points.
The density-based clustering algorithm has a poor clustering
effect when the density is uneven or the clustering distance is
very different. The grid-based clustering algorithm has a fast
processing speed, but the accuracy is not high. The statistics-
based clustering algorithms are generally based on probabil-
ity models, which are not efficient in execution and require
the attributes to be independent of each other. The SOM
(Self Organizing Maps) algorithm based on neural network
is an unsupervised competitive learning clustering algorithm.
The biggest feature of SOM is that it can map any high-
dimensional input to a one-dimensional or two-dimensional
output layer and keep its topological structure unchanged.
This classification method reflects the essential difference
between sample sets and greatly reduces the interference of
human factors in the principle of consistency [45]. Therefore,
we use the SOM to cluster simple motions. However, it is not
easy to determine the number of clusters. In this article, SSED
(Sum of the Squared Errors Distribution) based on SOM is
proposed to determine the optimal number of clusters.

Aiming to recognize complex motions, the simple motions
formed by segmentation need to be classified and recog-
nized on the basic motion set. Classification algorithms
mainly include Naive Bayesian Classifier (NBC) [46], Logis-
tic Regress (LR) [47], Decision Tree algorithm (DT) [48],
SVM [49], K-Nearest Neighbor (KNN) [50], and Neural
Network (NN) [51]–[53]. NBC is based on the assumption of
conditional independence, which will affect the classification
effect in practical applications. LR cannot be used to solve
nonlinear problems. DT is prone to overfitting, and it is easy

FIGURE 1. Flow chart of human motion recognition system.

to ignore the correlation of attributes in the data set. SVM
is very sensitive to missing data and has greater difficulties
in solving multi-classification problems. KNN relies heavily
on data and has poor tolerance to training data. The neural
network does not have these limitations, and it has the ability
of self-adaptation and self-organization, and can change the
value of the synaptic weight during the learning or training
process to meet the needs of the surrounding environment.

Neural networks can be divided into feedforward neu-
ral networks (perceptron, back propagation neural network
(BPNN), and convolutional neural network (CNN)), feedback
neural networks (Elman and Hopfield neural networks), and
self-organizing map (SOM) neural networks according to the
interconnection of neurons in the network. The perceptron
neural network can only handle linear problems [54]. BP
neural network adds the number of layers and BP algorithm
on the basis of the perceptron, and has strong nonlinear map-
ping and optimization computing ability [55]. CNN is used
for image processing and classification [56]. The feedback
network is a dynamic network, and its structure is much more
complicated than the feedforward neural network. It needs
to meet the stability conditions before it can work normally.
Elman neural network mainly used for prediction [57], and
Hopfield neural network is mainly used for associative mem-
ory and optimization calculation [58]. SOM is an unsuper-
vised neural network and is mainly used for clustering [59],
[60]. Therefore, we choose a supervised BPNN for classifi-
cation in this article.

BPNN uses pre-stored information and learning mecha-
nism for adaptive training, which can recover the original
complete information from incomplete information and noise
interference, and it has strong recognition and classification
capabilities for external input samples.

An overview of our approach to recognize human motion
is sketched in Fig. 1. Firstly, WTS is used to divide complex
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motions into simple ones. Secondly, eigenvalue extraction is
performed on simple motions. Then use SOMbased on SSED
to determine the number of basic motion clusters and form
basic action set. Finally, use BPTS to identify basic motions,
and complete the identification of complex motions accord-
ing to the timestamp. The whole complex motion recognition
process mainly includes two aspects. One is the formation of
the basic motion set, which can be divided into four steps.
¬ divide complex motions into basic ones by using WTS.
 extract eigenvalues of the basic motions. ® use SSED to
determine the optimal number of clusters for basic motions.
¯ use SOM to cluster the basic motions and form a basic
motion set. The other is the recognition of complex motions,
which can also be divided into four steps. The first two steps
are the same as those of the first module. ® use BPNN to
recognize the basic motions. ¯ use time stamps to recognize
the complex motions.

This article mainly has the following contributions:
1. SSED is proposed to determine the optimal number of

clusters.
2. SOM is used to cluster simple motions and form basic

motion set. This method uses machine learning, which can
avoid the cumbersome human classification and the influence
of subjective factors.

3. CombiningWTS, SOM,BPNN, and timestamp together,
a method for recognizing complex motions is proposed.

4. Based on the experimental data of human upper limb
motions, the feasibility and reliability of complex motion
recognition are verified.

II. DEFINITIONS AND FORMULATIONS
This Section provides a unified overview of all the definitions
and formulations that appear in this entire article. The specific
contents are:
Definition 1: Complex motions are defined as motions

which include at least one change of direction in space.
Definition 2: Simple motions are defined as motions which

include no change of direction in space.
Definition 3: Basic motion set is a group of relatively

homogeneous simple motions.
Definition 4: Basic motion is an element of the basic

motion set.
Definition 5: Sum of Squares for Error (SSE) is the sum of

the squares of distances between the eigenvalues of
{
aj
}
and

the nodes in the competitive layer.
Definition 6:We define the relative invariance in complex

motions as the interval characteristics.
Definition 7: Reorganization of Mi is to reset the basic

motion {bi} to the original complex motion sequence corre-
sponding to the time stamps 1, 2, 3, . . . , p of {si}.
Formulation:Give amotion sequence set {D (n)i} ,∀ε > 0,
∃K ∈ Z , Z represents the set of integers. When k > K ,
the SSE converges in distribution, that is SSE < ε.

III. SOM CLUSTERING COMBINED WITH SSED
In order to construct a basic motion set, we first decompose
the complexmotions into simplemotions (see in Section IV.A

FIGURE 2. SOM neural network structure.

for details). Secondly, the basic action set is determined
by simple actions. The key to determine the basic motion
set is the specific number of basic motions. Most people
use the artificial definition method to determine the num-
ber, which requires cumbersome human classification and is
affected by subjective factors. In this section, SSED based on
SOM is proposed to determine the number of basic motions,
and it uses machine learning to overcome the influence of
human factors. Thirdly, SOM is used to cluster and form a
basic motion set according to the number by SSED. Finally,
the basic motion set is mapped into specific motions accord-
ing to eigenvalue analysis.

A. DESCRIPTION OF TIME SERIES
In order to represent the sequence of human motion, three-
dimensional Euler angle is used in this article. At each
moment, the position where the sensor is worn can be
described as a point in the three-dimensional space according
to Euler angle. The measurements of the sensor in three
dimensions at the ith moment can be described as d (i) =
(d (x(i)) , d (y(i)) , d (z(i))) (0 ≤ i ≤ n), where d (x(i)) is
the pitch value of Euler angle, d (y(i)) is the roll value, and
d (z(i)) is the yaw value. Let D (n) represent the human body
motion sequence.

D (n) = {d (0) , d (1) , d (2) . . . d (n)} (1)

where n is the number of sampling points. This time series is
used for motion segmentation and feature extraction.

B. SOM CLUSTERING
SOM performs unsupervised learning and clustering. It is a
neural network composed of only two layers: an input layer
and a competition layer. The nodes in the competition layer
and the input layer are fully connected. And each node in the
competition layer represents a class to be clustered, as shown
in Fig. 2. The training process adopts the ‘‘competitive learn-
ing’’ mode, and each input finds the optimal matching node
in the competition layer, which is the active node. ‘‘Compet-
itive learning’’ mode is based on the principle of minimum
distance. Let x = {x1,x2, x3 . . .} represent the eigenvalue
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ofD (n). The distance between x and the jth competition layer
node is calculated as shown in (2).

dj(x) =
m∑
i=1

(xi − wji)2 (2)

where m is its dimension. wj is the weight vector of the jth
competition layer node, and dj(x) is the distance from x to
the jth node.
wj is updated according to the stochastic gradient descent

method, and the points near the jth competition layer node are
also updated appropriately according to their distance. The
update process is shown in (3)-(4).

Tj,I (x) = exp(−S2j,I (x)/2σ
2) (3)

1wji = η(t)Tj,I (x)(t)(xi − wji) (4)

where I (x) is the active node, Sj,I (x) is the distance from node
j to the active node, σ is the step, Tj,I (x) is the weight of σ ,
η(t) is the learning rate, and 1wji is the change value of wji.

C. SSED
In clustering algorithm, the most difficult problem is how to
determine the number of clusters. For example, in K-means
and SOM, the number of categories is usually given in
advance. When the number of clusters is small, enumeration
method combined with various indicators can be used to mea-
sure the optimal number [61]. When the number of clusters is
large, learning algorithm can be used to modify the number
of clusters in the current state with the previous state [62].

Common methods to determine the optimal number of
clusters include NbClust [63], Calinsky criterion, Gap Statis-
tic [64], [65], Silhouette Coefficient [66], [67], Sum of the
Squared Errors (SSE) [68]. However, the computational com-
plexity of NbClust, Calinsky criterion and Gap Statistic is too
high, and they are not suitable for high-dimensional data [64].
Silhouette Coefficient has a large uncertainty and calculation
amount in a complex data set, and the results of multiple cal-
culations have large deviations [67]. In this article, we extract
12 eigenvalues of upper limb movement in three-dimensional
space. The data dimensions are high, and the movement data
are complex and diverse. Therefore, methods such as gap
statistics and contour coefficients are not suitable for our data.
In this article, the SOM-based SSED is proposed to determine
the optimal number of clusters. The calculation formula of
SSE is as follows.

SSE =
k∑
j=1

∑
x∈aj

dist(x − wj)2 (5)

where k is the number of clusters, aj stands for class j of
SOM output, and x describes the eigenvalue of each motion
sequence of aj.

SSE reflects the similarity between the data objects in the
same category and the neurons in the competition layer. The
SSE values reflect the similarity and clustering performance.

FIGURE 3. Determining process of the optimal number of K .

Its small value represents a large similarity and good cluster-
ing effect.

lim
k→∞

SSE − ε < 0 (6)

Set L = lim
k→∞

SSE . L is determined by calculating the SSED.

The calculation steps of SSED are as follows.
1. Firstly segment complex motions into simple ones.
2. Set step.
3. k is enumerated by step.
4. Calculate SSEk based on SOM according to (5).
5. SSED can be obtained by fitting SSEk .
step is the step size of k , and is set according to the specific

classification object. If the number of clusters is small, step
is set to small; if the number of clusters is large, step is set to
large. The calculation process of K is shown in Fig. 3.

In this article, the upper limb movements of human body
are sampled as tested sequences. WTS is used to segment
complex motions into simple motions. Set step = 1, and
k is from 2 to 20. Then for each value of k we use SOM
to cluster on the test set to get the network structure, and
calculate the SSE on the validation set under this structure.
The test set include 200 simple motions, and the verification
set include 100 simple motions that is divided into 5 groups{
g1,g2, g3,g4, g5

}
.

The SSE curve is shown in Fig. 4, where k is the num-
ber of clusters, and No. 1 – No. 5 are the curves obtained
on the five groups of validation sets. It can be found that
No. 1 – No. 5 have similar trends. We calculate the average
of No. 1 – No. 5, and get the curve shown in Fig. 5. By fitting
this curve, we get the fitting formula shown in (7). The limit
of SSE is calculated in (8).

SSE = 6.44+
13.51

1+ e
k−3.64
1.68

(7)
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FIGURE 4. SSE value under different number of clusters.

FIGURE 5. Average curve and fitting curve of the five sets of SSE data.

L = lim
k→∞

(6.44+
13.51

1+ e
k−3.64
1.68

) = 6.44 (8)

For ∀ε > 0, when k> 1.68 ∗ ln( 13.51
ε
−1)+ 3.64,∣∣∣∣6.44+ 13.51

1+e
k−3.64
1.68
−6.44

∣∣∣∣ < ε. It can be proved that the SSE

curve converges to 6.44.
Let σ represent the threshold. ∃K ∈ Z ,when k > K , (9)

is satisfied. Then K is the optimal number of clusters. 1SSE
on
{
g1, g2,g3, g4, g5

}
are shown in Table 1.

1SSE = SSE−6.44 < σ (9)

Set σ be 5% of L. Then σ = 0.32, and we get K =
10 according to (7) and (9). From the experimental results
in Table 1, we can obtain that when k ≥ 10, (9) is satisfied.

Therefore, we can determine the optimal number of clus-
ters according to SSED.

D. MAPPING CLUSTERING TO DISTINCT ACTIVITIES
SOM is adopted to cluster simple motions according to K =
10 and get A = {a1,a2, a3. . . ,a10}. ai is a class in the cluster-
ing result of SOM. However, the specificmotions represented
by {ai} are not clear.

We select 20 groups in each cluster, and then calculate
the average of their eigenvalues, as shown in Table 2. The

TABLE 1. The absolute value of the difference between SSE and L on No.
1 – No. 5.

FIGURE 6. Schematic diagram of 10 basic motions, the x-axis direction is
the front of the human body, the y-axis direction is the right side of the
human body, the z-axis direction is pointing to the ground, and the -z-axis
direction is pointing to the sky.

eigenvalue can reflect the position information of the motion.
According to MAX and MIN , the starting and ending posi-
tions of the motion can be obtained. AVG reflects the middle
position of the motion, and SD can reflect the fluctuation of
themotion. The eigenvalue changes of a1 and a2 in Table 2 are
mainly reflected in the pitch, as shown in Fig. 6.a and 6.d.
According to the position information contained in the eigen-
value, a1 and a2 aremapped into activities as shown in Fig. 7.a
and 7.d. The eigenvalue changes of a3 and a4 in Table 2 are
mainly reflected in Roll, as shown in Fig. 6.b and 6.e, and the
mapped activities are shown in Fig. 7.b and 7.e. The eigen-
value changes of a5 and a6 in Table 2 are mainly reflected in
Yaw, as shown in Fig. 6.c and 6.f, and the mapped activities
are shown in Fig. 7.c and 7.f. The eigenvalue changes of
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TABLE 2. Feature values of each cluster set.

FIGURE 7. The mapped activities of 10 basic motions.

a7 − a10 in Table 2 are mainly reflected in Roll and Yaw,
as shown in Fig. 6.g-6.j, and the mapped activities are shown
in Fig. 7.g-7.j. According to the mapping results of simple
motions, we get 10 basic motions {b1, b2,b3 . . . , b10} and
basic motion set.

IV. COMPLEX MOTION RECOGNITION
BASED ON WTS-BPTS
The recognition of complex motions based on the basic
motion set is divided into the following steps. Firstly, complex

FIGURE 8. HPAD-I, attitude acquisition node and its wearing position.

motions are collected using the human posture acquisition
device (HPAD-I). Secondly, the collected data are prepro-
cessed. Thirdly, the complex motion Mi is decomposed into
simple motion {si} by WTS.

{
si1, si2,si3 . . . , sip

}
represents

the time series of simplemotions corresponding toMi, and the
serial number of the subscript 1, 2, 3, . . . , p are used as the
time stamps. Fourthly, the eigenvalues of simple motions are
extracted. Fifthly, the BPNN is used to identify the simple
motions based on A = {a1,a2, a3. . . ,aK}. Finally, the basic
motion corresponding to the simple motion si is reset to the
sequence {bi} according to the time stamp.

A. DATA COLLECTION
Our laboratory has developed HPAD-I, where the nine-axis
sensor MPU9250 is used to collect motion data, as shown
in Fig. 8a. MPU9250 is composed of a 3-axis accelerom-
eter, a 3-axis gyroscope, and a 3-axis magnetometer. The
signals output by the three modules meet the complementary
relationship of frequency, and the data are fused to make
the output more accurate and reliable. The frequently used
communication protocol of MPU9250 is the IIC protocol,
which converts analog signals into digital signals for output
through its internal 16-bit ADC. However, the IIC protocol is
restricted by the capacitance on the bus. If the transmission
distance is too long, the capacitance on the wire will exceed
the maximum allowable value, which will cause the data
transmission to fail. In this article, we choose an IIC to UART
module to change the communication mode between the data
processing node and the data acquisition node, which can
increase the transmission distance. STM32F103VET6 was
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selected as the core chip to collect and process data, and
two analog switches of CD4067BE were used to select and
control the two sensors. HPAD-I has 7 attitude acquisition
nodes, and we used two of them in this article. Attitude
acquisition node of HPAD-I has a length of 2.5 cm, a width
of 1.8 cm, and a height of 1.5 cm, as shown in Fig 8b. The
wearing positions are shown in Fig 8c, and the X axis of
HPAD-I should point to the left side of the human body, the
Y axis should point to the front, and the Z axis should point
vertically to the ground. The data sampling rate is 13 Sps.

Through MPU9250, we can collect quaternion Q. Com-
pared with quaternion, Euler angle data have fewer dimen-
sions and are more intuitive, which are convenient to analyze
and process. Although Euler angles have the phenomenon of
gimbal lock, the movement space of the human arm itself has
some limitations, and it is difficult to trigger the gimbal lock
within its movement range. (10)-(13) are used to convert the
quaternion into Euler angles.

Q = q0 + q1i+q2j+q3k (10)

xs = arctan

(
2(q1q2 − q0q3)

q20+q
2
1−q

2
2−q

2
3

)
(11)

ys = arcsin(−2(q0q2 + q1q3)) (12)

zs = arctan

(
2(q2q3 − q0q1)

q20−q
2
1−q

2
2+q

2
3

)
(13)

where q0, q1, q2, and q3 are the four parameters correspond-
ing to the quaternion, i, j, and k represent the orthonor-
mal basis of three-dimensional space, and xs, ys, and zs
are the Yaw, Pitch, and Roll calculated from the quaternion
respectively.

B. DATA PREPROCESSING
Let Ds (n) represent the raw of human motion.

Ds (n) = {ds (0) , ds (1) , ds (2) . . . ds (n)} (14)

where ds (i) = (xs(i),ys(i),zs(i)) (0 ≤i ≤ n). Two kinds of
errors are encountered during data collection:

1. Abnormal data are different from the surrounding data,
which seriously affect the extraction ofMAX andMIN .
2. Data loss causes null values. Data loss not only affects

AVG and SD, but also affects the selection of segmentation
points in motion segmentation algorithm.

We set the thresholds to solve abnormal data. By compar-
ing the difference between adjacent data, abnormal data are
found and deleted. If any of (15)-(17) is satisfied, ds (i) is
regarded as abnormal.

xs (i)− xs (i− 1) > σx (15)

ys (i)− ys (i− 1) > σy (16)

zs (i)− zs (i− 1) > σz (17)

where σx is the threshold of pitch, σy is the threshold of roll,
and σz is the threshold of yaw. We use the average value of
ds (i− 1) and ds (i+ 1) instead of ds (i), as shown in (26).

FIGURE 9. Sampling points before preprocessing operation.

Through the analysis of experimental data, set σx = σy =

σz = 50.

ds (i) =
1
2
(ds (i− 1)+ ds (i+ 1)) (18)

The null values ds (i) usually appear alone. We use
the average value of ds (i− 1) and ds (i+ 1) instead of
ds (i) to ensure the accuracy and continuity of the data
according to (18). If there are q consecutive null values
{ds (i) , ds (i+ 1) , · · · ,ds (i+ q− 1)}, the data compensa-
tion method is shown in (19). ds (i+ j) = ds (i− 1)+ j ∗ ds (∗)

ds(∗) =
1

q+ 1
(ds (i+ q)− ds(i−1))

(19)

where 0 ≤ j ≤ q, ds (i+ j) is the jth null value and ds(∗)
represents the difference between two null values.

In the process of motion collection, the arm sways to a
certain extent under the influence of gravity and inertial force,
resulting in the collected data floating up and down. To solve
this problem, we design a moving average filter to process the
data as shown in (20).

dsf (i) =
1

2m+ 1

m∑
j=−m

ds (i+ j) (20)

where n is the number of samples, m is the filter window
size, and m ≤ i ≤ (n − m). By removing abnormal data,
null compensation and filtering, the original data need to be
preprocessed for subsequent segmentation, shown in (21).

d (i) = dsf (i)− dsf (0) (0 ≤ i ≤ n) (21)

The original data are shown in Fig. 9, and the processed
data are shown in Fig. 10.

C. SEGMENTATION ALGORITHM
Complex motions usually consist of two or more simple
motions, and it is not effective to recognize complex motion
directly. On the contrary, random combinations of simple
motions can form various complex motions. In order to rec-
ognize, it is necessary to decompose complex motions into
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FIGURE 10. Sampling points after preprocessing operation.

FIGURE 11. Complex motion movement trend.

simple motions. In this article, WTS is used to segment com-
plex motions. WTS belongs to special point segmentations,
and has advantages compared with other segmentations, such
as high compression ratio and small fitting error [24].

The process of 3D measurements recording complex
motions is shown in Fig. 11. During the execution of the
motion, some stationary regions appear, such as τ1, τ2 and
τ3 shown in Fig. 11. During τ1, τ2 and τ3, the data of pitch,
roll and yaw are relatively invariant.

FIGURE 12. Weighted tangent values.

Let D (n) = {d (0) , d (1) , d (2) . . . d (n)} represent the
time series of arbitrary complicated motionMi, where d (i) =
(d (x(i)) , d (y(i)) , d (z(i))) (0 ≤ i ≤ n). Interval charac-
teristics reflect the end of the former motion d (i) and the
beginning of the latter motion d (i+ 1). A complex motion
is composed of many simple motions, and different simple
motions have different trajectories and directions. At the end
of the former motion, its movement trend will gradually
weaken to zero, and at the beginning of the latter motion,
it will gradually increase from zero. Therefore, the interval
characteristics between two adjacent simplemotions d (i) and
d (i+ 1) is used as the segmentation point.
In this article, WTS is used to determine the points with

interval attribute as the segmentation location. The tangents
of {d (i)} are calculated according to (22). T (x(i)) is the
tangent value of the pitch, T (y(i)) is the tangent value of the
roll, and T (z(i)) is the tangent value of the yaw. The weighted
tangent value WT(i) is obtained by (23), and the curve of
WT(i) is shown in Fig. 12.

T (x (i)) =
1
2
|d (x (i+ 1))− d (x (i− 1))|

T (y (i)) =
1
2
|d (y (i+ 1))− d (y (i− 1))|

T (z (i)) =
1
2
|d (z (i+ 1))− d (z (i− 1))|

(22)

WT (i) = wxT (x(i))+ wyT (y(i))+ wzT (z(i))) (23)

where wx + wy + wz = 1. Set wx = wy = wz, then. wx =
1/3,wy = 1/3,wz = 1/3
We search for local minima on WT (i). Local minima are

caused by three conditions. In one case, the extreme points
P1, P2 and P3 are caused by the motion conversions τ1, τ2
and τ3 in Fig. 11, which can be used as the segmentation
points. In another case, the extreme point R1 is caused by the
change of slow motion τr1 in Fig. 11, which is regarded as
a pseudo segmentation point and needs to be removed. And
In the last case, the extreme points S1 and S2 are caused by
the end of the motions τs1 and τs2 in Fig. 11, which can be
removed easily. We remove the pseudo segmentation points
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by setting the threshold σs. The local minimum points that
satisfies (24) is regarded as the segmentation point, otherwise
it is removed.

WT (i) < σs (24)

σs =
1
n

n∑
i=1

WT (i) (25)

D. FEATURE EXTRACTION
In order to reduce the dimensions of simple motions,
we extract the eigenvalues of simple motions. Complex
motions contain both temporal and spatial information. Time
information can be represented by time series. Spatial infor-
mation includes direction and position. Based on the direction
information, WTS is used to segment the complex motions,
and then the simple motions are obtained which only contain
the location information. Therefore, we extract the feature
parameters of simple motions, which only contain location
information.

The location-related feature values are as follows: RMS
(root mean square), AVG (average), IQR (interquartile
range), MAD (mean absolute deviation), VAR (variance
value), SD (standard deviation), MAX (maximum value),
and MIN (minimum value) [13], [69], [70]. RMS is used to
measure the deviation between the observed value and the
true value, and it is used to measure the relationship between
the measured value and the true value, which is not applicable
in this article. AVG is used to reflect the overall situation of
the data and describes the centralized location of the data, and
it can describe the central tendency of data. VAR, SD, MAD
and IRQ are used to reflect the degrees of data distribution
and fluctuation. IRQ does not use all the data information
and is prone to deviation. MAD is not as good as SD and
VAR in expressing the degree of distribution. SD has the same
units as the data, and it can reflect the fluctuation of data
more intuitively than VAR. MAX andMIN are used to reflect
the boundary positions that the motion can reach in each
dimension, and they can reflect the start and end positions
of the motion, which are very important for us to recognize
them.

Simple motions are sampled in three-dimensional space,
we set MAX = {MAXx,MAXy,MAXz}, MIN =

{MINx,MINy,MINz}, AVG = {AVGx,AVGy,AVGz}, and
SD = {SDx, SDy, SDz} as the eigenvalues of si, as shown
in (26)-(29).

MAXx = max {s (x(0)) , s (x(2)) . . . s (x(n))}

MAXy = max {s (y(0)) , s (y(2)) . . . s (y(n))}

MAXz = max {s (z(0)) , s (z(2)) . . . s (z(n))}

(26)


MINx = min {s (x(0)) , s (x(2)) . . . s (x(n))}

MINy = min {s (y(0)) , s (y(2)) . . . s (y(n))}

MINz = min {s (z(0)) , s (z(2)) . . . s (z(n))}

(27)

FIGURE 13. Flow chart of back propagation of BPNN.

AVGx =
1
N

N∑
i=0

s(x (i))

AVGy =
1
N

N∑
i=0

s(y (i))

AVGz =
1
N

N∑
i=0

s(z (i))

(28)



SDx =

√√√√ 1
N

N∑
i=0

(s(x (i))− AVGx)2

SDy =

√√√√ 1
N

N∑
i=0

(s(y (i))− AVGy)2

SDz =

√√√√ 1
N

N∑
i=0

(s(z (i))− AVGz)2

(29)

E. BPNN CLASSIFICATION
According to the obtained basic motion set, BPNN is used
to classify simple motions. The training process of BPNN is
shown in Fig. 13, where I[i] is the network input data, H[i]
is the hidden layer data, O[i] is the output data calculated by
forward propagation, and OD[i] is the original output data.
ω1[i] is the weight between the input layer and the hidden
layer during forward propagation, and ω2[i] is the weight
between the hidden layer and the output layer during forward
propagation, ω3[i] is the update weight between the input
layer and the hidden layer during back propagation, and ω4[i]
is the update weight between the input layer and the hidden
layer during back propagation. E[i] is the error between O[i]
and OD[i].

The number of hidden nodes is very important in the BP
network, and it has a great influence on the performance of
the established network model. If the number of nodes is too
small, the network cannot be trained or the network perfor-
mance is very poor. If there are too many nodes, the network
training time will be prolonged, and the training will easily
fall into the local minimum point. This is also the inherent
reason for ‘‘overfitting’’ in the training process. Therefore,
it is very important to find a network structure with a suitable
hidden layer structure.

In the experiment of selecting the best network structure,
we set the number of hidden layers to 1-10, and the number
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TABLE 3. Recognition results of different hidden layers and different
hidden layer nodes.

of hidden layer nodes to 10-35. 10 testers are invited to
participate in the collection of data. Each tester repeats each
basic motion 6 times, and gets a total of 600 basic motions,
and we divided the 600 basic motions into 6 groups according
to the number of repetitions. Then divided the 6 groups into
three parts randomly, each part includes 200 basic motions.
According to the idea of cross-validation, two parts are
selected as training data each time, and the third is selected
for verification.

In the training process, in order to handle multi-
classification problems more accurately, we choose
‘‘traingdx’’ for training function, ‘‘logsig’’ and ‘‘softmax’’
for activation function, and ‘‘learngdx’’ for learning func-
tion. The ‘‘net.trainParam.epochs’’ is set as 10000, the
‘‘net.trainParam.goal’’ is set as 10−10, the ‘‘net.trainParam.
show’’ is set as 100, and the ‘‘net.trainParam.lr’’ is set as 0.05.

Three sets of experiments were performed on different
network structures, and the average recognition error rate
was obtained, as shown in Table 3. When the hidden layer
is 6 layers and the number of hidden layer nodes is 25,
the recognition error rate is the smallest, and it is the best
network structure.

F. REORGANIZATION OF COMPLEX MOTIONS
Simple motions

{
sij
}
are classified to get the correspond-

ing basic motions
{
bij
}

according to BPNN. And the
complex motion Mi is decomposed into simple motion{
si1,si2, si3. . . ,sip

}
by WTS. The serial number of the sub-

scripts 1, 2, 3, . . . , p is used as the time stamps. According
to the time stamp, the original complex motion Mi is reorga-
nizedM ′i .M

′
i =

{
bi1, bi2,bi3 . . . , bip

}
contains readable basic

motion, which is a recognized complex motion.

V. EXPERIMENTAL RESULTS
Multiple sets of experiments are used to verify the effec-
tiveness of SOM combined with SSED, WTS and BPTS.
First, we use WTS to segment complex motions and verify
the segmentation effect. Second, we have completed SOM
clustering in the upper limb motions according to the SSED.
Finally, BPTS is tested to identify complex motions on the
verification set.

FIGURE 14. Schematic diagram of 16 complex motions, the x-axis
direction is the front of the human body, the y-axis direction is the right
side of the human body, the z-axis direction points to the ground, and the
-z-axis direction points to the sky.

TABLE 4. Correct segmentation rate of complex motions.

A. EXPERIMENT OF SEGMENTAION ALGORITHM
D (n) = {d (0) , d (1) , d (2) . . . d (n)} includes direction
information and position information. WTS uses direction to
segment D (n).
In this article, 16 complex motions Mi(i = 0, 1, · · · , 15)

are designed for segmentation experiments as shown
in Fig. 14, and each motion is collected 30 times. The data
are divided into five groups, and each group contains 96 data.
Firstly, the segmentation point Pi and the simple sequence
si of complex motion Mi(i = 0, 1, · · · , 15) are determined
by manual segmentation. Then, WTS was used to segment
Mi(i = 0, 1, · · · , 15) to obtain P′i and s

′
i. If Pi is the same as P′i

and si is the same as s′i, the segmentation performed this time
is correct. We obtained the correct segmentation rate (CSR)
of five groups of Mi(i = 0, 1, · · · , 15) and calculated their
average values, as shown in Table 4.

B. RECOGNITION OF BASIC MOTIONS
In order to verify the classification performance of the BPNN,
we designed a recognition experiment on the basic motions.
10 testers are invited to participate in the collection of data.
Each tester repeats each basic motion 6 times, and gets a total
of 600 basic motions.

Since the speed and amplitude of each person’s motions are
different, we have designed two sets of experiments to verify
the accuracy of motion recognition: User-Independent (UI)
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TABLE 5. The basic motion recognition rate of UI and UD.

and User-Dependent (UD) motion recognition. In UI motion
recognition, training set and test set are different people’s
data, and there are not related. In UD motion recognition,
training set and test set have an inner relationship, and both
of them include everyone’s data.

1) UI MOTION RECOGNITION
10 testers were divided into 5 groups, and the experiment
was carried out using a five-fold cross validation method.
Each time one group was used as the test set, and the other
four groups were used as the training set. We conducted five
experiments, and each experiment had 480 basic motions in
the training set and 120 basic motions in the test set. The
recognition rates of the experiment are shown in Table 5.

2) UD MOTION RECOGNITION
Each motion was repeated six times for each tester.
We divided 600 basic motions into 6 groups according to the
number of repetitions, and each group contained 100 basic
motions (ten testers, ten motions, performed once). Then use
the cross-validation method to conduct six experiments, each
time one group was used as the test set, and the other five
groups were used as the training set. The recognition rates of
the experiment are shown in Table 5.

C. RECOGNITION OF COMPLEX MOTIONS
In order to verify the classification performance of the BPTS,
we designed a recognition experiment for complex motion.
Complex motions are decomposed into simple motions by
WTS, and the sequence with the time stamp is gener-
ated. Then the simple motions are recognized by BPTS.
Finally, complex motions are recognized according to the
time stamps.

1) RECOGNITION OF SIMPLE MOTIONS
In this experiment, 10 testers are invited to participate in the
collection of data. There is a total of 16 complex motions in
Fig. 14. Each tester repeats each motion 3 times, and gets a
total of 480 complex motions which are randomly divided
into 5 groups.

We useWTS to segment complex motion into simple ones.
Simple motions are classified into basic motions by manual
recognition. Then the BPNN is used to recognize the simple
motion. The result of BP classification is compared with that
of manual classification. If the results are the same, it means
that the BP recognition is correct; if not, it means that the BP
recognition is wrong. The correct recognition rate (CRR) is
shown in Table 6.

TABLE 6. Recognition rate of simple motions.

TABLE 7. Correspondence between input and output of BPNN.

TABLE 8. The numbering sequence after the complex motion is
segmented into the basic motion.

2) COMBINED OUTPUT OF BASIC MOTIONS
In order to observe the classification results of complex
motions more conveniently and intuitively, we make a digital
number for each basic motion, as shown in Table 7.

The 16 complex motions Mi in Figure 12 are decomposed
into simple motions si by WTS, and the time stamp of
them are generated. Then according to the digital number
in Table 7, the basic motions {bi} ofMi are obtained as shown
in Table 8.

D. RESULT ANALYSIS
As shown in Table 5, the recognition rates of UI and UD
are both over 98.67%, which shows that our recognition
method is user-independent. The correct segmentation rate
of WTS can reach 98.13% as shown in Table 4. The correct
recognition rate of the simple motion is 98.21% as shown
in Table 6. Therefore, the total recognition rate of complex
motions is 96.37%.
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TABLE 9. Correct segmentation rate of different segmentation algorithms.

TABLE 10. The configuration of some parameters or structures.

We compare the segmentation rate of WTS with that
of other algorithms, such as Sparse subspace clustering
(SSC) [71], Low rank representation (LRR) [72], Lapla-
cian regularized low-rank representation (LRLRR) [73],
Rough segmentation (RS) and Fine segmentation (FS) [74],
Supervised Time Series Segmentation and State Recogni-
tion(SSR) [75], and AutoPlait [76], and the result is shown
in Table 9. The value of MAX refers to the average of the
best results in multiple experiments. The value of AVERAGE
refers to the average of multiple sets of experimental data.
The stability of the algorithm can be judged according to the
difference between the two data. As shown in the Table 9,
WTS has higher segmentation rate and more stable segmen-
tation effect.

We compare the recognition rate of BPTSwith that of other
algorithms, such as Average Threshold Crossing (ATC) [77],
CNN [78], Deep Forest algorithm (DF) [79], Deep Con-
volutional Network (DCN) [80], Dynamic Time Warping
(DTW) [81], PCA [82], Edge Oriented Histogram (EOH)
and SVM [83], WPT and unscented Kalman neural net-
work (UKFNN) [84], Hybrid Bidirectional Unidirectional
Long Short-TermMemory (HBU-LSTM) [85], and PCA and
SVM [13]. Some parameters or structures of other algo-
rithms are configured as shown in Table 10. The recognition

TABLE 11. Performance comparison of several different recognition
algorithms.

accuracy of them are shown in Table 11. The recognition rate
of BPTS reached 96.37%, which is the highest recognition
accuracy.

VI. CONCLUSION
In this article, we propose an algorithm to determine the
number of clusters and amethod to identify complexmotions.
Firstly, SSED based on SOM is proposed to determine the
optimal number of clusters, and it is not limited by the number
of clusters. The basic motion set is obtained by SOM clus-
tering, and the eigenvalue is used to map basic motions to
distinct activities.

Secondly, WTS is proposed to segment complex motions
into simple ones, and simple motion sequence is generated.
WTS maintains the same shape and characteristics as the
original sequence. Compared with other segmentation algo-
rithms, WTS has a good segmentation rate.

Finally, BPTS is conducted to classify the simple motions
according to the basic motion set. And the complex motion is
recognized according to the time stamp.

In this article, the motions of human upper limbs are used
as test samples to verify the effectiveness of this method.
SOM combined with SSED determines that the number of
clusters of human upper limb motion is 10. The experimental
results show that WTS is effective, and the correct segmenta-
tion rate is greater than 98.13%. Experiments on UI motion
and UD motion verify the effectiveness of our algorithm,
and performance comparison of several different recognition
algorithmswere conducted. Compared with other recognition
algorithms, our method shows the highest recognition rate of
96.37%.
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