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ABSTRACT How to extract discriminative features from redundant video information is a key issue for
video pedestrian re-identification. Factors such as occlusion, perspective, and posture changes in complex
environments pose severe challenges to pedestrian re-identification based on local methods. In this paper,
a posture-guided multi-scale structural relationship learning pedestrian re-identification method is proposed.
The purpose is to analyze the video sequence of pedestrians based on the reference pose and the pose
alignment model, and extract the sample frame with the highest image quality and the most complete spatial
information in the reference pose. The method based on posture guidance can more accurately eliminate the
interference of background, occlusion and perspective factors. To further explore the potential relationship
between local regions, this paper calculates the relationship matrix between the local regions based on the
relationship model to further calculate the relationship weight, and the graph convolutional network based
on the relationship weight learns the structural relationship feature of multi-scale regions. The input of the
graph convolutional network is a local region divided by a multi-scale method, and the output is a pose-guided
multi-scale structural relationship feature. The experimental results on three public datasets show that the
proposed method performs favorably against state-of-the-art methods.

INDEX TERMS Pedestrian re-identification, relationship model, graph convolutional network, multi-scale

structure relationship.

I. INTRODUCTION
Pedestrian re-identification is a technology to determine
whether there is a specific pedestrian in an image or video
sequence. Given an image or video sequence of a specific
pedestrian, perform pedestrian image matching in the case of
cross-monitoring equipment. At present, it is widely used in
intelligent video surveillance, intelligent security and other
fields. It has great application value for finding missing per-
sons, tracing criminals, security, and monitoring. In recent
years, it has attracted widespread attention in the field of com-
puter vision. The methods to solve this problem are roughly
divided into three categories, feature representation [1], met-
ric learning [2], [3], and deep learning [4].

Extracting robust feature representations is the key to
pedestrian re-identification. Compared with single-frame
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images, video sequences contain rich spatial information
and timing information. Reasonable and efficient use of
video information is an important criterion for algorithm
performance. Blind use of all video sequences will cause
immeasurable cost waste. After careful observation of mul-
tiple pedestrian video data sets, it is found that each
pedestrian’s video sequence contains a lot of redundant
information. Moreover, the number of video frames of pedes-
trians is not the same, and while there is occlusion, it also
includes changes in multiple viewing angles and postures.
Aiming at the problem of information redundancy in video
sequences, Wu et al. proposed an adaptive graph repre-
sentation learning method, which uses posture alignment
connections and features affinity connections to construct
an adaptive structure-perception adjacency graph. In this
method, the author uses a restricted random sampling method
to select sample frames from the video, and for each frame of
the image, a horizontal division method is used to construct

34845


https://orcid.org/0000-0002-8077-7623
https://orcid.org/0000-0001-9779-2275
https://orcid.org/0000-0002-9398-7216
https://orcid.org/0000-0002-6030-559X
https://orcid.org/0000-0002-6466-7598
https://orcid.org/0000-0003-0381-4360

IEEE Access

D. Wei et al.: Pose-Guided Multi-Scale Structural Relationship Learning

<N Y
|
ﬁ \

(b) Stride

(d) Joint point
region

(e) Region between (f) Body semantic
joint points region
FIGURE 1. Multi-scale regions (d)-(f) based on posture guidance are used

to accurately extract the features of the target region in this paper. Both
horizontal strips (b) and patch (c) contain a lot of background noise.

local features, as shown in Fig. 1 (b). Randomly selected
sampling frames will have occlusion, low image resolution,
etc., and the horizontal division of the image will destroy the
structural relationship between various parts of the human
body, and will also introduce additional background noise [5].
Yang et al. proposed a new spatiotemporal graph convolu-
tional network (STGCN) for the visual ambiguity of similar
negative samples. The author constructs a graph model by
connecting all the horizontal bars in different frames to model
the temporal relationship. Considering the structural informa-
tion within the frame, the author constructs a patch map for
each frame in the video to provide supplementary information
about the appearance. The purpose is to provide comple-
mentary information between different patches [6]. The use
of such a large number of sample frames will cause more
background noise and algorithm cost. This paper considers
classifying the video sequence of pedestrians based on the
reference pose, and extracts the sample frame with the highest
image quality and the most complete spatial information
in this reference pose to reduce the influence of occlusion,
pose change and redundant information on re-identification.
First, estimate the joint points and skeleton information of
pedestrian video sequences based on the pedestrian skele-
ton estimation method proposed by Cao et al. The skeleton
estimation method uses deep learning neural network and
convolution operation to process the image, outputs a heat
map for each joint point of the human body, and uses the
peak value to indicate the position of the joint point [7].
This paper conducts posture alignment based on the posture
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alignment module, and the three indicators of distance, angle
and confidence between important joint points are measured.
These three indicators fully reflect the similarity of posture
and image quality. The pose alignment module selects the
most discriminative image based on the degree of occlusion
of the image and the quality of the image to construct a sample
frame set. To reduce the influence of background noise, this
paper divides the multi-scale region based on pedestrian joint
points, and proposes a posture-guided multi-scale structural
relationship learning model.

The study found that the pedestrian re-identification
method based on local features has superior performance.
Yin et al. proposed a local posture stream based on specific
joints to extract local dynamic posture features of pedes-
trians to reduce the impact of noise in the action feature
map caused by non-human action on network learning. They
divide the human body into head, upper body, arms, legs and
other parts based on specific joints, and each part extracts
local dynamic features. This modeling method is expected to
improve the robustness of local dynamic posture features [8].
Patruno et al. proposed a color descriptor based on the Skele-
ton Standard Pose (SSP). First, the posture adjustment is
performed through the skeleton information of the query set
to create the skeleton standard posture partition grid, as shown
in Fig. 1(c). Then the skeletal standard pose grid is applied
to all candidate sets, the color features of the partition grid
are extracted, and the color features of the partition grid are
weighted to obtain the person color descriptor [9]. Cai et al.
proposed a multi-scale body mask to guide attention network,
which uses body part masks to guide corresponding attention
training. They creatively used masks of different parts of
the body to guide attention learning, dividing the human
body into upper and lower parts, which were respectively
used to guide the training of attention on the upper and
lower parts. This method can effectively reduce the influ-
ence of pedestrian posture changes and background clut-
ter [10]. These methods divide the human body into different
components and use separate branches to represent them,
but these methods ignore the relationship between different
components. Through experiments, this paper found that this
constraint relationship plays an important role in the feature
learning process, which can make the feature representation
of network learning more discriminative. The parts of the
human body at different positions can be divided into various
regions through a priori knowledge. Through the fusion of
the relational model and the graph convolutional network,
the local features are constrained by the context information
of the feature space, to further refine the learning. Based
on the sampled frame images in the reference pose, this
paper conducts multi-scale structural relationship learning.
Based on the joint points, the pedestrian is divided into three
forms, namely the joint point region, the region between
the joint points and the body semantic region, as shown in
Fig. 1(d)-(f). Based on the contextual constraint relationship
between regional features, this paper constructs a relation-
ship model, and transfers the relationship scores learned by
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the relationship model to the node propagation layer of the
graph convolutional network. We process and normalize the
relationship scores as the relationship weights of node prop-
agation, and use the graph convolution network based on
the relationship weights to extract structural relationship fea-
tures. The multi-scale regional structure relationship feature
enhances the discrimination ability of local features in the
pedestrian re-identification problem. The main contributions
of this paper are as follows,

(1) A posture-guided pedestrian re-identification frame-
work is proposed to optimize the learning ability of local
information in the part-based method and enhance the distin-
guishing ability of local features in pedestrian re-recognition
problems.

(i1) A method of multi-scale region division of the human
body is proposed. The relationship between the local features
of pedestrians is constrained by constructing a relationship
model, and the local feature pairs are used as input conditions
to solve the relationship matrix between the local features.

(iii) The relationship weight is derived based on the rela-
tionship matrix, and the transfer learning method is adopted to
transfer the relationship weight to the node propagation layer
of the GCN to learn the structural relationship feature of the
pedestrian multi-scale region.

Il. RELATED WORK

A. PART-BASED RE-ID

Due to the lack of fine-grained detailed representation of
global features, local-based methods have attracted more and
more attention from researchers, which is consistent with
the recognition mechanism of the human brain. When rec-
ognizing objects or people, their first reaction is to look for
significant local discriminant regions, and the recognition
effect is better based on multiple discriminant regions and
global information. Researchers divide the feature map of the
input image equally in the vertical direction, and generate a
partial feature representation of the person through a prede-
fined fixed height [11]-[13]. In order to solve the occlusion
problem, Yang et al. proposed a novel spatiotemporal graph
convolution network (STGCN) to model the temporal rela-
tionship between different frames and the spatial relationship
within the frame. For each frame of the image, the equally
divided horizontal feature map is used to construct the
structure graph convolution model, and the temporal graph
convolution model is constructed based on the horizontal
feature map of all frames of the video sequence to capture the
temporal dynamic relationship between different frames [6].
For the problem of people’s misalignment in the image, Sun
et al. proposed a partial convolutional baseline (PCB) to learn
discriminative partition features. The feature map is divided
into 6 equal parts by the PCB network, and average pooling
and dimensionality reduction are performed. For the regional
outliers generated by this processing method, the refined part
pooling (RPP)network is further proposed, and these outliers
are re-allocated to the closest region to generate accurate local
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features with internal consistency [14]. Yao et al. used the
region of interest pooling method to estimate various parts of
the human body in the feature space by detecting local regions
of the human body, and aggregated the local features of
person [15]. Yang et al. used the posture estimation model to
detect the joint points of person. They divided the person into
5 different parts according to the human body structure, and
extracted the features of each part for re-identification [16].
Jing et al. proposed a posture-guided joint point global and
local matching network, introduced posture as supervision
information, and combined noun description features and
visual features to obtain posture attention feature maps [17].

B. VIDEO-BASED RE-ID

Video person re-identification is a further expansion of pedes-
trian re-identification based on images, because the video
contains more spatial information, and most importantly,
the video sequence contains temporal cues of person. For
occlusion problems, video person re-identification can sup-
plement the features of the occluded part based on the tem-
poral relationship between frames, which can further reduce
the influence of factors such as viewing angle, occlusion, and
posture changes.

How to extract discriminative video-level feature repre-
sentations is a key issue in video person re-identification.
In recent years, deep learning technology has achieved
remarkable success in the field of computer vision. Therefore,
the person re-identification method based on deep learning
has been favored by more and more researchers. Song et al.
used CNN to extract spatial features while using Recurrent
Neural Network (RNN) to extract temporal features. Aiming
at the problem of insufficient image information in a single
frame, they considered complementing each other for image
information of multiple frame sequences. Song et al. evaluate
the quality of the picture region, and then compensate the
high-quality regions from other frames to the low-quality
regions [18]. Traditional Long Short-Term Memory (LSTM)
network uses the hidden layer between the upper and lower
frames to learn feature representations with temporal infor-
mation. Liu et al. proposed Refining Recurrent Unit (RRU)
to upgrade inter-frame features. Unlike LSTM, which learns
new features from temporal feature vectors, RRU does not
directly use the features of each frame to extract temporal
information, and restore the missing parts of the current frame
according to the appearance and context of historical video
frames [19]. Liu et al. proposed an end-to-end Comparative
Attention Networks (CAN) based on soft attention. The end-
to-end model can selectively focus on the distinguished parts
of the image after learning several person pictures, use com-
parative attention components to generate attention regions,
and generate attention maps through LSTM. The CAN model
can simulate the human perception process to verify whether
the two images are the same person [20]. Wu ef al. pro-
posed a global deep video representation learning method
as a supplement to the 3D convolutional neural network
layer to capture the appearance and motion dynamics in the
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FIGURE 2. Framework flow chart. (a) Posture alignment module; (b) Multi-scale structural relationship learning and metric learning module.

video, and aggregate local three-dimensional features across
the entire video. The proposed network further increases the
3D local alignment method and learns local features in a
soft attention method [21]. To solve the problem of image
quality output fluctuations over time, Chen et al. proposed
a Spatio-temporal Attention-aware Learning (STAL) model
based on video person re-identification. It aims to focus on
the important part of person in the video in Spatio-temporal
domains, which helps to extract and adaptively match person
features [22]. To solve the problem of occlusion and visual
ambiguity of visually similar negative samples, Yang et al.
modeled the temporal relationship between different frames
and the spatial relationship within frames, and proposed a
new spatiotemporal graph convolution network (STGCN).
STGCN includes two GCN branches, the spatial branch
extracts the structural information of the human body, and
the temporal branch extracts discriminative information from
adjacent frames [6]. In order to make full use of the rela-
tionship between the various parts, Wu et al. proposed a
novel adaptive graph representation learning method, which
realizes the contextual interaction between the features of
related regions. An adjacency graph with adaptive structure
perception is constructed through posture alignment connec-
tion and feature affinity connection, and the internal relation-
ship between graph nodes is modeled [5].

C. ATTENTION MECHANISM IN RE-ID

Due to the limitations of the target detection algorithm,
the bounding box detected by pedestrians is not accurate
enough. For example, only part of the pedestrian contour
in the image can be detected. This unconstrained auto-
matic detection error has a great impact on pedestrian re-
identification. In order to solve this problem, researchers
proposed an attention mechanism to help the network learn
important information about pedestrians. The attention mech-
anism is playing an increasingly important role in the field
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of computer vision. Li et al. introduced a coordinated atten-
tion method and constructed a new harmonious attention
convolutional neural network (HA-CNN) model for joint
learning of soft pixel attention and hard region attention,
while optimizing feature representation to solve misaligned
images of person re-identification problems [23]. Liu pro-
posed a multi-direction attention model, which uses atten-
tion mapping to mask features at different levels and further
extract attention features [24]. At present, most attention-
based methods generate global attention through the entire
image, ignoring the local attention of body parts, and perform
poorly in the face of posture changes, misalignment, and
partial occlusion. Cai et al. proposed a Multi-scale Body-part
Mask Guided Attention network (MMGA), which uses body-
part masks to guide the training of corresponding attention,
which can simultaneously learn global and local attention
to help extract global and local features [10]. Most methods
prefer rough first-order attention, such as spatial and channel
attention, and rarely explore higher-order attention mecha-
nisms. Chen et al. proposed a hybrid high-order attention
network to model and used complex and high-order statis-
tical information to capture the subtle differences between
pedestrians, thus generating discriminative attention sugges-
tions [25].

ill. METHOD

In this section, we introduce the proposed video person re-
identification method for pose-guided multi-scale structural
relationship learning(PMSRL). The method mainly includes
pose alignment module, multi-scale structural relationship
learning and metric learning module. The flow chart of the
entire framework is shown in Fig. 2.

A. POSTURE ALIGNMENT BASED ON REFERENCE POSE

For the processing of redundant information in the video
sequence, we consider the selection of keyframes based on
the reference pose. This paper defines the distance metric,
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FIGURE 3. Schematic diagram of distance metric and angle metric
between the joint points of person posture.

angle metric and confidence degree between joint points as
the basis for selecting keyframes. In the video sequence,
pedestrians will present images of different angles and pos-
tures. In these images, the positions of the pedestrian’s head,
shoulders, and crotch are relatively fixed, and the joint points
at the end of limbs vary greatly. Therefore, the position infor-
mation of the joint points at the end of the limb is the most
ideal representation of posture. In order to better characterize
the person posture, we calculate the metrics based on the
position information and confidence of the joint points at
the end of the person limbs. As shown in Fig. 3, taking the
pedestrian’s center of gravity O as the origin, the horizontal
direction to the left as the positive direction of the X axis, and
the vertical direction upward as the positive direction of the Y
axis. The distance and angle of the end joint point relative to
the center of gravity O are measured based on the pedestrian
coordinate system. The metric index is,

I ={Dg;,00i,CilicA,B,C,D,E,F,G,H}, (1)

Do; = [doa, dos. doc. dop, dok, dor, doG, don ]
Boi = [6oa, boB, Boc, Oop, b0k, borF, boc, Bon )
C=YCi.icAB C,DE,F,GH,

Dy, is the matrix representation of the Mahalanobis dis-
tance between the joint point and the coordinate circle point
0, p; is the matrix representation of the angle measurement
between the joint point and the coordinate circle point O, C;
is the joint point confidence, C is the sum of the joint point
confidence, used to reflect the degree of occlusion of the
image and the image quality, As the final evaluation index,
I is a collective expression form of the distance, angle, and
confidence metric factors of pedestrian limbs.

The Mahalanobis distance between the joint point and
the coordinate circle point O is calculated by the coordinate
position,

doi = diy(x0, x;) = (xo — x)" M (x0 — x;) . A3)
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The angle metric between the joint point and the coordinate
circle O is expressed by the arcsine function of the distance,

. Xi . Xi
Op; =arcsin <—) =arcsin ( ) . “4)
' doi (xo —xi)TM (xo—xi)
The degree of occlusion and quality of the image is calcu-

lated by the joint point confidence, which is obtained by the
pedestrian skeleton estimation method of Cao et al. [7],

C=)C.icABC.DEFGH. 5)

Based on the reference pose set P, the expression results
of the corresponding pose evaluation index / in the video
sequence are respectively calculated. By comparing the
results of the evaluation index, the sampling frame with the
most complete information and the highest image quality
under the pose is selected to form the sampling frame set
{P;,t =1,2---T}, which can solve the problem of pedes-
trian re-identification more efficiently.

B. MULTI-SCALE STRUCTURAL RELATIONSHIP LEARNING
1) RELATIONAL MODEL

Atpresent, most of the local-based pedestrian re-identification
methods divide the human body into head, shoulders, upper
body, arms, and legs. Different parts are often represented
by a single branch. However, this method ignores the rela-
tionship between different parts. This relationship can play
a restrictive role in the feature learning process, and can
directly make the result of feature learning more robust.
The parts of the human body at different positions can be
divided into multiple scales through a priori knowledge,
and the local feature context information can be constrained
through the relational modeling method, to further refine the
learning.

As shown in Fig. 4, the main idea of the relationship
model is to learn the relationship matrix between local fea-
tures through the context constraints of local features. The
relationship matrix is calculated in the form of feature pairs,
and K x K feature pairs are constructed based on the local
features of pedestrians K x C, where K is the number of local
features, and C is the dimension of local features. The feature
pair is mapped to the feature space of C, dimension through
multi-layer perception, and the relationship mapping tensor
obtained is,

rly=p (i, bj) +p (i, i) | (6)

rgj represents the relational mapping tensor of K x K x Cy,
using 1 x 1 convolution to perform dimensionality reduction
operations, and the output relation matrix channel dimen-
sion is 1, each element g; ; represents the relational weight
between the i local feature and the j” local feature. The
relation matrix is expressed as,

rij=0 (rlTj) , 7)
o represents 1 x 1 convolution, BN, ReL U operation.
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FIGURE 5. Flow chart of multi-scale structural relationship feature extraction.

2) MULTI-SCALE STRUCTURAL RELATIONSHIP LEARNING

In addition to the differences in a walking posture, there
are also differences in clothing among pedestrians. In order
to realize the re-identification of pedestrians with different
wearing styles, this paper considers the multi-scale division
of pedestrians, and divides pedestrian into joint point region,
the region between joint points and the body semantic region.
The joint point region is centered on the joint point, and a
square region is obtained by expanding with a certain width .
The joint point region can better retain the overall posture and
movement information of the pedestrian. The region between
the joint points is based on two joint points as the two ends of
the region, and a rectangular region is obtained by expanding
with a certain width 8. The region between the joint points
has a stronger discriminability for the difference of wearing
of pedestrians (such as long sleeves and short sleeves, trousers
and shorts). Body semantic region is to divide the human
body into head, upper body, left arm, right arm, left leg, right
leg and other regions according to the semantic description.
Body semantic region can reduce occlusion and enhance the
ability to distinguish left and right information of pedestrians.
The idea of multi-scale region division is the expression
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of multi-level information of pedestrians, the flow chart of
multi-scale structure relationship feature extraction is shown
in Fig. 5. The three branches of the flowchart corresponding
to the above three types of local regions. Compared with
the horizontal striping and dense grid method, the feature
extraction method in this paper is based on the joint points
to locate the local region, which is more generalized for
scenes such as viewing angle change, complex background,
and wearing.

The feature extraction of traditional images is based on
convolutional neural networks, but the skeleton of pedestrians
is a non-European shape, so convolutional neural networks
are not applicable. This paper considers the use of graph con-
volutional network (GCN) for pedestrian feature extraction.
The advantage of graph convolutional network lies in the fea-
ture transmission method between nodes, and the structural
relationship between pedestrian local regions can be retained
and learned. The node weights of the traditional graph con-
volutional network are shown in Fig. 6(a), which includes a
self-connected weight wg, and weight sharing among other
nodes,

1 —wy

®

w] =
n
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(a) Traditional GCN node weights

FIGURE 6. Comparison of GCN node weights.

In this paper, the transfer learning method is used to trans-
fer the relationship matrix learned by the relationship model
to the node propagation layer of the GCN, and the relationship
matrix is reprocessed based on the adjacency matrix of the
pedestrian region to obtain the relationship weight of the
node propagation. The expression form of the graph structure
between local regions is reflected by the adjacency relation-
ship between nodes, the adjacency matrix A,

1 h;is adjacent to h;

Ajj= 9)

0 otherwise

here A; is the i"local feature of the pedestrian, which repre-
sents the i node feature. If A; and h; are adjacent to each
other, then A;; = 1, otherwise A;; = 0, and the adjacency
matrix A is symmetric. The relationship matrix contains the
relationship scores of all feature pairs, and the relationship
scores of non-adjacent feature pairs are redundant for the
node propagation layer of the GCN. Therefore, this paper uses
the adjacency matrix to reprocess the relationship matrix to
obtain the relationship weight of the node propagation. The
normalized expression of the relationship weight is,

wij =¢(A®rij) (10)

® is the Hadamard product, which represents the product of
the corresponding positions of the matrix, and ¢ (-) represents
the normalization operation. In GCN, each hidden layer maps
high-dimensional node features to low-dimensional feature
space, and then spreads node information to each other. In this
paper, a three-layer GCN is used to extract the structural
relationship feature between local regions, and the expression
of node feature propagation is,

I+ _ (U0} L 0,0
B =o | wy'h +Z;wi,jhj (11)
jeN; Y
here N; represents the set of adjacent nodes of node i, and
cjj is the symmetric normalization constant of the adjacency
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(b) GCN node relationship weight

matrix. o(-) represents the nonlinear activation function
ReLU. In order not to lose the feature information of the node,
each node will have a self-connection (as shown in Fig. 6),
which is equivalent to adding an identity matrix / to the

adjacency matrix A, A = A + Iy. Symmetric normalization
of adjacency matrix,

A=D AD . (12)

The structural relationship feature of the output of the
three-layer GCN are,

Fp=f (H<°>,A)

—A <2ReLU (ﬁH@)W(O)) W(l)) W, (13)

here H) represents the feature representation of all nodes
of the layer, W@ e RN*Do is the weight matrix of the
relationship between the input layer and the hidden layer,
w® e RNV*Di is the weight matrix of the relationship
between the hidden layer and the hidden layer, and W e
RN*D2 is the weight matrix of the relationship between the
hidden layer and the output layer. Dy, D1, and D, respectively
represent the dimensions of the input layer, hidden layer, and
output layer. The multi-scale structural relationship feature
based on a single sample frame is expressed as,

i:Fm - if (H(O),A)
=1

m=1

Fi

m:
= 2 <,2 ReLU (ﬁH(())W(O)) W(l)> W (14

The video-level features based on the reference pose sets are
expressed as,

FT=ZFI=ZZF,,,. (15)
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C. METRIC LEARNING

The region division of the pedestrian image is based on the
joint points. For the measurement based on the local region,
this paper uses the structural relationship features of the
corresponding region to metric the distance for the three types
of local regions in each sampling frame, as shown in the
metric learning module in Fig. 2(b). The distance metric loss
is used to express the difference of the appearance color of
the pedestrian multi-scale regions. For the structural relation-
ship features of multi-scale regions, the distance metric loss
expression is,

3 3
Las = 3 dn =3 [Fn = Fully

3
=Y (Fu—Fp) M(Fu—F,)  (16)
m=1

here, F,, represents the structural relationship feature of the
multi-scale region of the pedestrian to be detected, and F),
is the structural relationship feature of the multi-scale region
corresponding to the pose of the pedestrian to be detected in
the candidate set.

This paper uses triple loss for deep metric learning. The
main idea is that in a batch, the triples are composed of the
sample to be tested, a positive sample and a negative sample.
Randomly sample Q pedestrians (pedestrian identities), each
pedestrian obtains 7" sampling frames based on the reference
pose, so a batch of QT images are generated, and the triplet
loss is,

T
Luipter = _[max D(F{* ", F*¢)
t=1
— min D(FtProbe’ F[Negative) +aly (17)

a is the set threshold parameter, the final total loss is equal to
the sum of the two loss functions,

L =L+ Ltriplet‘ (18)

IV. EXPERIMENT

In this section, the method proposed in this paper will be ver-
ified on three challenging video data sets, including iLIDS-
VID [26], PRID 2011 [27], MARS [28]. First, the data set and
experimental settings are introduced in Section 3.1, the com-
ponents and parameters of the proposed method are evaluated
in Section 3.2, and the comparison with the latest method is
in Section 3.3.

A. DATASETS AND SETTINGS

1) iLIDS-VID

The dataset involved in a public open space in the two disjoint
camera view observed 300 different pedestrians, in monitor-
ing aircraft in the docking station hall consists of two disjoint
the video camera to create the data set. The data set randomly
sampled 600 videos of 300 people, each with two video clips,
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and the average length of the video clip is 73 frames. The
dataset was challenging for similar clothing, visual change,
complex background, and severe occlusion.

2) PRID 2011

This dataset provides the trajectory of multiple pedestrians
under two static surveillance cameras. One camera shoots
385 people, the other shoots 749 people, and 200 people
at the same time appear in two perspectives. Each video
has 5 frames to 675 frames, the average video length is
100 frames. The dataset was collected in an uncongested
outdoor scene with a relatively simple and clean background
and less occlusion.

3) MARS

This dataset is currently the largest video pedestrian re-
identification data set, which is expanded from the mar-
ket1501 data set. It is composed of videos shot by 6 cameras
at the same time, including 17,503 real video sequences and
3,248 interference video sequences, a total of 20751 video
sequences of 1261 different pedestrians. The data set is
divided into a training set of 625 people and a test set
of 636 people. Each person has an average of 13 video
sequences. Everyone has at least two videos taken by differ-
ent cameras. These video sequences are generated by DPM
detectors and GMMCP trackers, making the identification of
this data set more challenging.

These three databases contain the problems of illumi-
nation, perspective, posture change and occlusion faced
by pedestrian re-recognition. All experiments are repeated
10 times and the average accuracy is calculated to reduce
random errors. The performance of the algorithm is mainly
measured according to the cumulative matching curve (CMC)
and mAP. The CMC curve represents the probability that the
algorithm finds the correct match among the top-k results
with the highest similarity. In all experiments, pedestrian
images are processed as 512 x 256 pixels.

In the experiment, the pedestrian skeleton estimation
model proposed by Cao et al. is used to extract the joint
points and skeleton information of pedestrian images, which
provides the position and confidence of joint points for the
selection of key frames of video sequences. GCN is first
pre-trained on the ImageNet dataset, and then fine-tuned on
the iLIDS-VID, PRID 2011, MARS dataset. In the training
phase, 50% of the data set samples are randomly selected as
training samples, and the stochastic gradient descent algo-
rithm (SGD) is used to update the network learning. The
initial learning rate is set to 0.1 and gradually close to 0.01.
In the comparative experiment of reference pose and random
pose, this article sets the number of poses as T = 8, and the
size of the multi-scale division is fine-tuned in subsequent
experiments. In the test phase, the experiment is repeated
10 times to calculate the average accuracy of Rank-1,
Rank-5, and Rank-20 as the model’s pedestrian re-
identification performance evaluation index.
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B. EVALUATION OF COMPONENTS AND PARAMETERS

In this section, we will evaluate the effectiveness of all com-
ponents of the proposed method and the setting of parame-
ters, including the number of poses, multi-scale region size
parameters, occlusion analysis, and ablation experiments.

1) ANALYSIS OF THE NUMBER OF POSTURES AND THE
IMPORTANCE OF REFERENCE POSTURES

Reasonable and efficient use of video information is an
important indicator of algorithm performance. Considering
the cost of the algorithm, this paper selects sampling frames
based on a set of important reference poses. In order to
highlight the performance of the reference posture, this paper
conducts comparative experiments to verify the randomly
selected posture group. A group of randomly selected pos-
tures is called a random posture group. The number of pos-
tures is a good representation of video information. If the
number of postures selected is too small, the video sequence
information will not be fully utilized. If the number of
selected postures is too large, it will cause posture confusion,
consume more computing time, and the performance of the
algorithm will show a tendency to decrease. Therefore, this
paper conducts an experimental analysis on the number of
postures and the importance of reference postures based on
the PRID 2011 data set.

In this paper, a sampling frame is selected for experi-
mental analysis under each pose. Fig. 7 shows that when
T < 8, as the number of postures increases, the accuracy
of Rank-1 and Rank-5 continue to rise, reaching the maxi-
mum at 7 = 8. At this time, the accuracy of Rank-1 reaches
94.7%, the accuracy rate of Rank-5 reaches 99.2%. After that,
the recognition accuracy gradually decreases as the number
of sampled frames increases, and gradually approaches the
fitting state. This phenomenon is caused by pose confusion.
Moreover, a large number of pose sampled frames causes
more resource consumption and additional costs. Fig. 8 is
the comparison result between the random posture group
and the reference posture group. To avoid errors caused
by random phenomena, this article sets up multiple sets of
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FIGURE 7. Experimental analysis of the number of postures.
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random postures for experimental analysis. Fig. 8 only lists
some of the results. It can be seen from the experimental
results that Rank-1, Rank-5, Rank-10, and Rank-20 of the
reference pose group are higher than those of the random pose
group. Experiments show that the pedestrian re-identification
method based on posture guidance has good performance in
solving the problem of video information redundancy.

2) SIZE ANALYSIS OF MULTI-SCALE REGIONS

To fully reflect the effectiveness of the local feature pedes-
trian re-identification method, this paper divides the sampled
frame into multiple local regions. Under different postures
and perspectives, the joint point region, the region between
joint points, and the limb semantic region all show superior
performance. For the frontal image of a pedestrian, the region
between the joint points such as the head, arms, and legs
is more discriminative. For the image of the side of the
pedestrian, the joint point region and the semantic region of
the limbs are more discriminative. This section analyzes the
influence of the size of the local region on the result of re-
identification through experiments. For the region between
the joint points and the semantic region of the limbs, the joint
point position is used as the reference condition, and the
learning of the diversity regularization constraint region is
adopted. The visualization result is shown in Fig. 9. In differ-
ent postures and perspectives, the size of the region between
the joint points and the semantic region of the limbs is differ-
ent. To further stabilize the performance of the algorithm, this
section accurately evaluates the size of the joint point region.
The size of the joint point region is set to eight sizes of 10x 10,
11x11,12%x12,13x 13,14 x 14,15 x 15,16 x 16, 17 x 17,
and the accuracy of Rank-1 is recorded on the iLIDS-VID
and PRID 2011 data sets. The experimental results are shown
in Fig. 10.

Fig. 9 shows that the size of the joint point region has a cer-
tain degree of influence on the accuracy of re-identification.
From the peak of the curve, it can be concluded that on the
PRID 2011 data set, when the size of the joint area is 14 x 14,
the accuracy of Rank-1 reaches 94.7%. On the iLIDS-VID
data set, when the joint region size is 14 x 14, the accuracy
of Rank-1 reaches 85.5%. The reason why the curve exhibits
such fluctuations is that when the size of the joint point region
is too large, additional background noise will be added, and
it will also cause confusion between the joint point regions,
resulting in a gradual decrease in the recognition effect. When
the joint point region is too small, the discriminative ability
of the regional feature is weak, which ultimately leads to
poor re-identification accuracy. Through the experimental
verification of two data sets, the optimal value of the joint
point region size in this paper is set 14 x 14.

3) OCCLUSION ANALYSIS

In data sets and real scenes, occlusion is an unavoidable
factor. According to the occlusion situation that occurs in the
real scene, this section focuses on the left and right occlusion
of pedestrians. The probability of occlusion of the upper
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FIGURE 9. Visualization results of the region between the joint points
and the semantic region of the limbs.

and lower body of pedestrians is relatively low. Therefore,
corresponding to the three region division methods in this
paper, corresponding occlusion methods are set respectively.
The occlusion category I am the occlusion of a single joint
point region (joint point region occlusion), the occlusion
category II is the occlusion of the adjacent joint point region
(region occlusion between joint points), and the occlusion
category Il is the occlusion of the entire arm or leg (occlusion
of the semantic region of the limbs). According to the occlu-
sion category and region division method, the corresponding
occlusion experiments are carried out. The optimal value of
the above experiment was selected for the number of postures
and the size of the joint region. The results of the occlusion
experiment are shown in Tab. 1.

In Tab. 1, as the degree of occlusion increases, the accu-
racy of pedestrian re-identification gradually decreases. First,
each joint point region is individually occluded to obtain
the accuracy rate of a single joint point occlusion, and then
the average of these 16 accuracy rates is calculated to obtain
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FIGURE 10. Rank-1 accuracy curve of the joint point region size of the
iLIDS-VID and PRID 2011 datasets.

the accuracy rate of occlusion category I. From the data with
no occlusion, occlusion category I and occlusion category I,
it can be found that the occlusion of a single joint point and a
small region has little effect on the recognition result. At the
occlusion category III, the accuracy of Rank-1 of our method
on the iLIDS-VID dataset can still reach 65.4%, which shows
that our method has a good performance in the problem of
occlusion.

C. COMPARISON WITH THE STATE-OF-THE-ART METHOD

This paper further evaluates the performance of the
PMSRLRe-id method and compares it with the matching
results of the most advanced methods on iLIDS-VID, PRID
2011 and MARS data sets. To better highlight the robustness
of the proposed method to multi-scale regions, we set a simple
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TABLE 1. Recognition results under different occlusion categories.

TABLE 3. Comparison results of different methods in PRID-2011 dataset.

Occlusion iLIDS-VID PRID 2011 Dataset PRID-2011
category  Rank-1 Rank-5 Rank-1 Rank-5 Methods Rank-1 Rank-5 Rank-10  Rank-20
None 85.5 91.4 94.7 99.2 SPWI[29] 83.5 96.3 98.5 100
I 85.3 91.4 94.6 99.2 DGM [30] 83.3 96.7 98.9 99.6
11 78.6 84.1 88.4 94.4 SI’DL[31] 80.3 96.5 97.9 99.5
I 65.4 72.7 76.8 84.6 SPRNNJ32] 79.4 94.4 -- 99.3
ASTPNJ[33] 77.0 95.0 99.0 99.0
TABLE 2. Comparison results of different methods in ilids-vid dataset. QANI[4] 90.3 98.2 99.3 100
FARL[34] 91.2 98.9 -- --
Dataset iLIDS-VID M3D[35] 94.4 100 -- --
Methods Rank-1 Rank-5 Rank-10  Rank-20 PISA[36] 929 983 99.1 999
SPWI[29] 69.3 89.6 95.7 98.2 AGRL[5] 94.6 99.1 -- 100
DGM [30] 42.6 67.7 76.6 85.8 Snippet[37] 93.0 993 - 100
SI’DL[31] 48.7 81.1 89.2 97.3 AMOC [38] 83.7 98.3 99.4 100
SPRNN[32] 552 865 - 97.0 Baseline 842 938 994 99.9
ASTPN[33] 62.0 86.0 94.0 98.0 Ours 94.7 992 100 100
QAN[4] 68.0 86.8 95.4 97.4
FARL[34]  68.4 87.2 - -
TABLE 4. Comparison results of different methods in MARS dataset.
M3D[35] 74.0 94.3 - --
AGRLI[5] 84.5 96.7 - 99.5 Datasel MARS
PISA[36] 854 26.7 92:5 993 Methods Rank-1 Rank-5 Rank-20 mAP
Snippet[37]  85.4 96.7 - 99.5
MQJ28] 68.3 82.6 89.4 49.3
AMOC [38] 68.7 94.3 98.3 99.3
Baseline 72.3 87.5 96.6 99.5 M3DI33] 844 934 978 B
Ours 85.5 914 99.3 100 QAN[4] 73.3 84.9 91.6 51.7
STMP[19] 84.4 93.2 96.3 72.7
SRL[39] 84.4 93.5 96.8 75.8
baseline, which only considers the structural relationship AGRL[5] 89.8 96.1 97.6 81.1
feature of the joint point region. The experimental results are STAL[22] 828 92.8 98.0 73.5
shown in Tab. 2, Tab. 3, and Tab. 4. STGCN[6] 90.0 96.4 083 237
AMOC [38] 68.3 81.4 90.6 52.9
1) RESULTS ON iLIDS-VID Baseline 72.6 84.6 91.5 61.6
As shown in Tab. 2, on the iLIDS-VID data set, we conduct Ours 90.2 9.6 99.8 83.2

ablation experiments. When using the joint point regional
structural relationship features alone, the accuracy of Rank-1
is only 72.3%. It is because the regional features of the
joint points only consider the drawbacks brought about
by the regional features related to movement changes, and
a large amount of other spatial information is ignored.
In the PMSRLRe-id method, the performance of multi-
scale regional features compensates for each other. The
accuracy rate of Rank-1 reaches 85.5%, and the accuracy
rate of Rank-10 reaches 99.3%, which is better than the
accuracy of existing methods. The Rank-1 of our pro-
posed method is 13.2% higher than the baseline, which
verifies the importance of multi-scale local regions for
re-identification.
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2) RESULTS ON PRID 2011

As shown in Tab. 3, on the PRID 2011 data set, our
method has achieved the current optimal value of recogni-
tion accuracy. Among the methods of video re-identification
in recent years, the accuracy of Rank-1 of the pedestrian
re-identification method in literature [35] reaches 94.4%, and
our method has improved the accuracy of Rank-1 by 0.3%
compared with the literature [35]. The accuracy of Rank-10 of
the pedestrian re-recognition method in the literature [38]
reaches 99.4%, and the accuracy of the Rank-10 method in
this paper is 0.6% higher than that of the literature [38].
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FIGURE 11. Comparison of Rank-10 ranking between the method in this paper and the baseline model.

Compared with the baseline, the accuracy of Rank-1 of
the method in this paper increases 10.5%, which further
validates the importance of the relationship model between
regions.

3) RESULTS ON MARS

As shown in Tab. 4, on the MARS data set, the Rank-
1 accuracy rate of PMSRLRe-id method reaches 90.2%, and
the accuracy rate of Rank-5 reaches 96.6%. Both indicators
are slightly improved compared to STGCN. This method
also achieves a significant increase in mAP, reaching 83.2%,
which is 2.1% higher than AGRL and 7.4% higher than SRL.
Aiming at the problem of visual ambiguity between samples,
STGCN models the temporal relationship between different
frames and the spatial relationship within the frame. For each
frame of the image, the equally divided horizontal feature
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map is used to construct the structure graph convolution
model. Construct a graph map convolution model based on
the horizontal feature mapping of the sampled frames of
the video sequence to capture the time dynamic relation-
ship between different frames. AGRL proposes an adaptive
graph representation learning method based on the contextual
interaction between regional features. The image is divided
horizontally by joint point positioning to achieve pedes-
trian posture alignment. This method uses posture alignment
connection and features affinity connection to construct an
adaptive structural perception adjacency graph. The method
proposed in this paper and the above-mentioned methods are
based on the local way to realize the interaction between
features. The difference lies in the multi-scale division based
on the joint points in this paper. The multi-scale division
method expresses the pedestrian information at multiple
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levels, reducing the influence of posture, background and
other factors. The experimental results show that the method
in this paper can accurately achieve the re-identification effect
and has good generalization.

4) RE-IDENTIFICATION RESULTS

As shown in Fig. 11, we provide the re-identification results
of the baseline model and the method in this paper on the
MARS dataset. The image with the green box is the positive
sample of the probe, and the image with the red box is the
negative sample of the probe. The effectiveness of the method
in this paper is highlighted through the comparison of the
visualized results.

V. CONCLUSION

This paper reaches the influence of multi-scale regions on
pedestrian re-identification deeply, and proposes a posture-
guided multi-scale structure relationship learning video
pedestrian re-identification method. This method extracts
the sample frame with the highest image quality and the
most complete spatial information from the redundant video
information based on the reference posture to reduce the
influence of occlusion, posture change and redundant infor-
mation on re-identification. The confidence of the joint point,
the distance and the angle between the joint points are used
as the decision-making index for posture discrimination.
Aiming at the problem of re-identification of pedestrians in
local regions, this paper divides multi-scale regions based
on pedestrian joint points, and the relationship model fur-
ther calculates the relationship scores between local areas to
obtain relationship weights. The graph convolutional network
based on relationship weights extracts the structural relation-
ship features of multi-scale regions. Through experiments on
three public data sets, according to the method proposed in
this paper, the Rank-1 recognition accuracy rates of 85.5%
(iLIDS-VID), 94.7% (PRID 2011) and 90.2% (MARS) have
been obtained. It proves that the re-identification perfor-
mance of multi-scale regional structure relationship features
in complex scenes is more superior, and the generalization of
the model is stronger. Future research will involve the evalua-
tion of more challenging data sets, including related research
on the issue of mutual occlusion of multiple pedestrians and
the extraction of motion features in the case of pedestrian
posture changes.
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