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ABSTRACT A distributed denial of service (DDoS) attack represents a major threat to service providers.
More specifically, a DDoS attack aims to disrupt and deny services to legitimate users by overwhelming the
target with a massive number of malicious requests. A cyberattack of this kind is likely to result in tremendous
economic losses for businesses and service providers due to increasing both operating and financial costs.
In recent years, machine learning (ML) techniques have been widely used to prevent DDoS attacks. Indeed,
many defense systems have been transformed into smart and intelligent systems through the use of ML
techniques, which allow them to defeat DDoS attacks. This paper analyzes recent studies concerning DDoS
detection methods that have adapted single and hybrid ML approaches in modern networking environments.
Additionally, the paper discusses different DDoS defense systems based on ML techniques that make use
of a virtualized environment, including cloud computing, software-defined network, and network functions
virtualization environments. As the development of the Internet of Things (IoT) has been the subject of
significant research attention in recent years, the paper also discusses ML approaches as security solutions
against DDoS attacks in IoT environments. Furthermore, the paper recommends a number of directions for
future research. This paper is intended to assist the research community with the design and development of
effective defense systems capable of overcoming different types of DDoS attacks.

INDEX TERMS DDoS attacks and detection, Internet of Things (IoT), machine learning (ML), network

functions virtualization (NFV), software-defined network (SDN).

I. INTRODUCTION

Distributed denial of service (DDoS) attacks have become
increasingly sophisticated in recent years. In fact, a single
DDoS attack is now able to infect a large group of devices.
More specifically, zombies target the victim and deny ser-
vices to legitimate users by inundating the network with
requests [1]. Attackers install malicious software, which is
known as the master DDoS, in an effort to gain control
over a group of compromised machines located within the
same network [2]. The attackers use these zombies as an
army, remotely instructing them to simultaneously attack the
victim, thereby rendering the service unavailable to valid
users. A related new concept, namely DDoS as a service
(DDoSaaS) [3], reduces the technical challenges associated
with implementing an attack through the use of booters or
stressers. A DDoSaaS attack utilizes a number of powerful
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servers to transmit a massive amount of attack traffic to a
specific target [4]. The owners of pre-staged botnets allow
their clients to use the DDoSaaS approach to attack specific
webservers. A client has to identify a webpage link or an
Internet Protocol (IP) address in order for a specific location
to be targeted. The costs associated with a DDoSaaS attack
starts as little as six dollars, depending on the contracted
duration of the attack [107]. For every hour that a system
is down, businesses suffer significant losses of revenue and
also incur additional operating expenses due to recovery
efforts [5]. Fig. 1 presents the general architecture of a DDoS
attack.

Machine learning (ML) techniques are considered to be a
viable means of detecting DDoS attacks [6]. Such techniques
learn the patterns behind attacks in order to detect them before
network recourses become unavailable [7]. Modern defense
systems make use of ML techniques alongside other detec-
tion models, including intrusion detection systems (IDS) and
host-based intrusion detection systems (HIDS), in an effort
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FIGURE 1. Architecture of a DDoS attack.

to effectively respond to complicated cyberattacks such as
DDoS attacks [8].

The remainder of this paper is organized as follows.
Section II discusses a number of recent DDoS attacks as well
as their impacts on businesses. Section III sets out the aims
and novel contributions of the present work, while section
IV discusses the findings of previous studies relevant to this
topic. Section V establishes a classification system for DDoS
attacks and then describes each type of attack. Section VI
details types of ML techniques. Section VII and VIII provide
a broad overview of the potential uses of ML to combat
DDoS attacks in traditional and modern networking environ-
ments, including cloud computing, software-defined network
(SDN), network functions virtualization (NFV), and Internet
of Things (IoT) environments. Section IX discusses a diverse
range of DDoS mitigation techniques. Section X presents
the discussion and research challenges. Finally, section XI
concludes the paper.

Il. BACKGROUND AND MOTIVATION

Attackers continue to find new mechanisms and techniques
for tricking defense systems, thereby exploiting the available
software for illegal purposes and causing damage to service
providers. Recently, emerging technologies, for example, the
IoT, have been used to launch powerful and highly effective
DDoS attacks [9].

The magnitudes of DDoS attacks have increased over the
last decade. For example, in 2012, a botnet-based DDoS
attack flooded a group of US banks with up to 75 Gbps of
malicious traffic [10], while in 2013, a nonprofit organization
named Spamhaus suffered a massive DDoS attack involving
300 Gbps of traffic [11]. In 2014, an unnamed Internet ser-
vice provider was attacked by a network time protocol that
generated traffic of up to 400 Gbps, which led to it becoming
inaccessible to clients [12]. In October 2016, the Mirai botnet
attacked Dyn, a web application security company, with up
to 1.2 Tbps of malicious traffic [13]. Further, a remarkable
DDoS attack occurred in 2018, when GitHub experienced an
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immense flood of around 1.35 Tbps of generated traffic [14].
Amazon web services (AWS) was attacked by a reflection
DDoS attack that make use of a third-party server to gen-
erate massive amount of traffic with up to 2.3 Tbps [112],
which is considered to represent the largest DDoS attack to
date [113]. Fig. 2 demonstrates the increasing magnitudes of
DDoS attacks in recent years [10]— [15], [112].
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FIGURE 2. Increasing magnitudes of DDoS attacks.

DDoS attacks have a significant impact on businesses
due to the associated operating and financial costs [16].
A business’s sensitivity to the loss of its intended users
intensifies after it experiences a cyberattack such as a DDoS
attack. Fig.3 shows the effectiveness of DDoS attacks,
which are known to result in a 69% increase in opera-
tional expenses, a 33% decrease in revenue, a 31% increase
in customer attrition, and a 14% increase in employee
turnover [9].
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FIGURE 3. The effectiveness of DDoS attacks.

Prior studies have proposed various approaches for dealing
with DDoS attacks. The majority of these approaches use
several ML algorithms to defeat DDoS attacks. Additionally,
hybrid solutions, which combine two or more different ML
algorithms, have been proposed. The present study aims to
assist the research community with the design and develop-
ment of effective new solutions to DDoS attacks, as such
solutions would help service providers to reduce their risk of
falling victim to cyberattacks.
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IlIl. AIMS AND CONTRIBUTIONS

A number of prior studies have investigated the use of ML
techniques in different fields, although little research has been
conducted to date with regard to DDoS attacks. Therefore,
the present paper extends the scope of the existing research
by focusing on ML approaches to combating DDoS attacks
in modern networking environments. As a result, this paper
makes several important contributions to the research in this
area:

« It provides a broad overview of the various applications
of ML/DL in terms of combatting different types of
DDoS attacks.

« It offers an in-depth investigation of the most relevant
DDoS defense systems based on the use of ML/DL
techniques in different environments, including cloud
computing, SDN, and NFV environments.

« Itassesses defense systems that have recently employed
ML/DL techniques in IoT environments.

« It classifies and analyzes the results of recent studies
with regard to the type of DDoS attack, the type of ML,
the dataset, and the evaluation metric(s).

« It highlights the research challenges facing the applica-
tion of ML/DL approaches in modern networking envi-
ronments that need to be investigated.

IV. RELATED WORK

A number of prior studies have discussed the use of vari-
ous ML approaches to combat DDoS attacks. However, the
majority of such studies have discussed the matter in relation
to only a traditional or specific network environment. In
addition, some previous studies have focused on the use of
ML techniques to combat outdated types of attacks, which are
no longer of relevance to service providers. Moreover, several
studies that have discussed DDoS attacks have focused solely
on cloud computing environments [17]- [19] with only lim-
ited detail concerning the utilized ML approaches being pro-
vided and no other modern networking environments being
considered.

Vishwakarma et al. [20] did discuss DDoS attacks in both
IoT and SDN environments as well as the use of different
ML algorithms. However, their study was limited to those
two environments. Osanaiye et al. [108] reviewed DDoS
defense systems in the context of cloud computing. The
authors provided various anomaly detection techniques that
were published between January 2010 and December 2015.
The article also provided research challenges and directions
for future work. However, the study was limited to the
cloud environment, and the authors reviewed approaches that
were published long ago. Salim et al. [110] reviewed DDoS
defense systems in the context of the IoT environment. The
authors provide a comprehensive review of DDoS defense
systems in the IoT domain and detailed different attack
methods and tools that have been used in this environment.
In addition, the authors suggested criteria for implementing
effective solutions to secure IoT devices from DDoS attacks.
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However, this survey was limited to the IoT environment,
and they did not discuss in detail the different uses of
ML as mitigation solutions in the face of various DDoS
attacks. Chaudhary ef al. [111] reviewed DDoS defense sys-
tems in the context of cloud and fog computing. The authors
discussed in depth the DDoS attack strategies, mitigation
approaches, and security challenges facing cloud and fog
computing. However, most of the reviewed papers that were
presented in this article discussed old detection techniques.
Another limitation of this work is that the authors did not
discuss or mention the use of ML approaches to combat
DDoS attacks.

The design and development of a solution for overcoming a
DDoS attack should not be limited to a specific type of attack.
Attackers have the ability to conduct different types of DDoS
attacks and examine a defense system with each type of attack
to perform a successful cyberattack. Today, many systems
make use of modern technologies due to the advantages this
environment offers, including flexibility, scalability, and cost
reduction [54], [55]. However, modern networking environ-
ments remain vulnerable to a diverse range of DDoS attacks.
As some technologies can be combined and integrated for
CAPEX and OPEX, it is crucial to provide a comprehensive
review of DDoS defense systems based on ML approaches in
various modern networking environments. The present study
will assist the research community with designing and devel-
oping effective and practical new solutions for overcoming
DDoS attacks, as such solutions help service providers reduce
their risk of falling victim to cyberattacks.

To the best of our knowledge, this is the first study to
review, analyze, and classify the uses of ML against DDoS
attacks in a diverse range of modern networking environ-
ments. Table 1 compares our study with related studies that
have been conducted in relation to DDoS defense systems
based on ML approaches.

V. DDoS ATTACK CLASSIFICATION

This section details the state-of-the-art situation with regard
to DDoS attacks and explains how they are initialized and
conducted. Generally speaking, DDoS attacks represent a
means of targeting a victim’s network infrastructure and
webserver in order to render services unavailable to legiti-
mate clients. DDoS attacks become more complicated when
they involve a botnet, that is, a large group of compromised
devices that attack a specific target and thus cause its online
services to be inaccessible [21]. The following subsections
discuss the most common types of DDoS attacks.

A. HTTP FLOOD ATTACKS

HTTP flood attacks are intended to overwhelm a webserver’s
resources using a massive number of HTTP requests gen-
erated by a botnet [22]. This type of attack has a signifi-
cant impact on a webserver’s resources, including its cen-
tral processing unit (CPU) and memory [159]. To initiate
an HTTP flood attack, a valid transmission control protocol
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TABLE 1. Comparison of studies concerning DDoS defense systems based on ML approaches.

Taxonomy DDoS defense system DDoS defense
Taxonomy DDoS defense system DDoS defense system based
Reference  of DDoS of ML h ‘paseld 0; ML apg)roaches based on ML approaches on ML approaches in NFV system l;lase'd (;n%\d L
attacks approaches tn cloud computing in SDN environments environments approaches in 1o
environments environments
[17] X X X X
[ X X X X X
(18] X X X X
[19] ' X X X X
20] Vv X v/ X v/
[108] v v x x X
[110] v x x v
(1 X X X X
[Our paper]  +/ v v v v v

x not covered; \/ covered;

partially covered

(TCP) connection has to be established with a real IP address
(i.e., a non-spoofed IP). Once such a connection has been
established, the attacker generates an enormous number of
HTTP requests, with the aim of flooding the victim’s server
and depleting its available resources. HTTP flood attacks are
difficult to detect [23] because the attacker is able to mimic
legitimate users’ behavior, making it appear as if the HTTP
requests originated from legitimate sources [24]. To conduct
this type of attack, attackers use either tools such as bonesi
and goldeneye or a script written by professional hackers.
To flood the webserver with malicious requests, attackers
configure the tool and determine the IP target, number of
machines, and number of requests that every machine is
instructed to generate simultaneously, causing the webserver
to respond very slowly to legitimate clients or even worse, not
respond at all to users. Fig. 4 illustrates the process behind
HTTP flood attacks [25].
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FIGURE 4. The HTTP flood attack process (adapted from [25]).
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B. SLOW- AND LOW-RATE DDoS ATTACKS

In the case of slow- and low-rate attacks, the attacker gen-
erates traffic toward the victim’s webserver and then keeps
the connection open (or active) without any reply until the
server’s resources are consumed [26]. The tools commonly
used for conducting slow- and low-rate DDoS attacks include
Slowloris, Sockstress, and RUDY (R-U-Dead-Yet) [27]. To
accomplish this type of attack, an attacker must specify the
target URL parameter, the number of sockets which will be
run simultaneously from the source of the attack; the attacker
will never complete the connection. As a result, the web
server resources are consumed until the available resources
run out making the services inaccessible to legitimate users.

C. SESSION INITIATION PROTOCOL

The Session Initiation Protocol (SIP) is the most common
protocol for managing signaling among communication par-
ties in order to provide the necessary functionalities for regis-
tering users, checking statuses, and managing sessions [28].
The SIP is vulnerable to DDoS attacks [158], [161]. In fact,
such attacks cause disruption to SIP services, or even worse,
render such services unavailable to legitimate clients [29].
To launch a SIP DDoS attack, attackers use SIPp-DD, open
source software, to generate malicious activity attacks on the
SIP server. Some settings are needed to use the tool, such as
the network range, the network target, port numbers, and the
number of malformed IP packets.

D. REFLECTOR ATTACKS

The main goal of a reflector attack is to mask the identity of
the real attacker through the use of third-party ‘“‘reflectors”
and then to benefit from their resources [30]. The attacker
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initiates an attack from zombie machines and instructs them
to send traffic toward the target through third parties with the
victim’s IP address [31]. All the reflectors reply to the victim,
while the original request comes from the attacking source,
thus causing a huge amount of malicious traffic that consumes
the target network resources [32]. Fig 5. illustrates the process
behind a reflector DDoS attack.

Attacker

&
-,

Reflector Reflector Reflector

Victim

FIGURE 5. The reflector DDoS attack process.

E. DOMAIN NAME SYSTEM AMPLIFICATION ATTACKS

In the case of this type of DDoS attack, the attacker aims
to exploit vulnerabilities in the domain name system (DNS)
in order to transform (i.e., amplify) the initially small mes-
sages sent by the attacker into much larger messages [33],
[160]. The magnitudes of the messages deplete the victim’s
recourses, which renders its services unavailable to legitimate
users. In this type of attack, attackers use a DNS flooder
tool and specify needed parameters, such as the IP address
and the port address, making the DNS server respond with a
large amount of traffic directed to the target to paralyze the
services and make them unavailable to legitimate users. Fig. 6
illiterates the process behind DNS amplification attacks [34].

DNS servers

Comprised devices (bots) target a group of DNS server

s »
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FIGURE 6. The DNS DDoS attack process.
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F. SYN FLOODING ATTACKS

A SYN flooding attack is the most common type of DDoS
attack [35]. In the first quarter of 2019, this type ranked as
the most frequently occurring type of DDoS attacks [109].
The attacker takes advantage of the TCP three-way handshake
method to establish a connection with the server [36]. In a
normal scenario, the client initiates the request to exchange
data with the server by sending a SYN packet. The request
is then allocated to a queue (i.e., stored in the memory). The
server replies by sending a SYN/ACK packet to the client and
then waits until the half-open connection is completed or the
TCP connection has expired (i.e., timeout). In the case of a
SYN flooding attack, the victim’s server receives a massive
number of SYN packets but never receives the final ACK
required to finish the three-way handshake through the TCP
protocol [37]. As a result, the server’s queue is overwhelmed,
which causes all incoming requests from legitimate clients to
be dropped Hping3 is a commonly used tool for conducting
a SYN flooding attack. An attacker configures the tool and
specifies the IP address, port address, and data payload size.
In addition, an attacker can hide the real source IP address
and use the spoof hostname option to set a fake IP address,
ensuring the target will never know the real address. Fig. 7
illustrates the process behind SYN flooding DDoS attacks.

Attacker SYN Server

Open port waiting for ACK

Open port waiting for ACK

SYN - ACK
Open port waiting for ACK

&
Client BN
SYN - ACK

X

FIGURE 7. The SYN flooding DDoS attack process.

G. UDP FLOODING ATTACKS

A user datagram protocol (UDP) flooding attack is a type of
DDoS attack in which the attacker targets and overwhelms
random ports on a targeted server with IP packets including
UDP packets [115]. In this type of attack, the host checks for
applications that are listening to a specific port. If the host
does not find applications, it replies with ICMP messages
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stating that the destination is unreachable. When a large
number of UDP packets target the victim, the host is forced to
send many ICMP destination unreachable packets [115]. As
a result, the server’ resources are consumed with these UPD
packets, making the host unresponsive to legitimate clients.

H. ICMP FLOODING ATTACKS

An ICMP flooding attack, also known as a ping attack, aims
to target the victim’s server with a huge number of echo
requests. The targeted victim server has to send a response
packet for each request received from the sender [116]. Each
ICMP request requires the server use its resources to process
the request and send the response to the sender. This type of
attack overwhelms the server’s resources with a large number
of echo requests, making the server inaccessible to legitimate
users. To conduct this type of attack, attackers use either tools
such as Hping and Scapy or a script written by professional
hackers.

I. DHCP FLOODING ATTACKS

A dynamic host configuration protocol (DHCP) flooding
attack, also known as a DHCP starvation attack, aims to
consume all the IP addresses that can be assigned by the
DHCP server [117]. An attacker broadcasts a large number of
DHCEP requests packets; the DHCP server begins to process
each request and starts to respond to all the request packets.
As aresult, the available IP addresses on the DHCP server are
consumed by the attacker, and legitimate users fail to connect
to the DHCP server. Fig. 8 presents different types of DDoS
attacks.

VIi. USE OF ML TO COMBAT DDoS ATTACKS
In recent years, a number of ML techniques have been used
for the detection of DDoS attacks [38]. The basic concept
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FIGURE 9. General framework for DDoS detection based on ML.

behind ML is to automatically learn from a bank of data so as
to identify certain patterns [39], for example, DDoS attacks.

ML techniques help defense systems to determine whether
a given user is a regular user or an attacker. Fig. 9 presents
an overview of the DDoS attack detection process based on
ML [40]. In the first step, incoming network packets are
examined with filtering policies and added to the database.
In the feature extraction process, selected features from the
database are extracted (e.g., source and destination addresses,
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FIGURE 10. Overview of the ML techniques.

protocol name, port number). To improve the performance
of the training process, selected features are normalized. The
machine learning algorithms perform the training phase to
learn patterns from the dataset. Based on the learning param-
eters, an incoming packet is distinguished as a DDoS attack
or a legitimate user. In the final process, the system removes
the detected DDoS packets and updates its filtering policy so
that it will apply to the new incoming traffic.

The available ML techniques can be divided into
supervised, unsupervised, and semi-supervised learning
techniques [41]. Fig. 10 shows how the various ML tech-
niques can be categorized based on the utilized learning
methods. Further details concerning each category will be
provided in the subsequent subsections.

A. SUPERVISED LEARNING

Supervised learning is a category of ML in which algorithms
learn from input variables (X), which serve as a kind of
supervisor or teacher, in order to predict output variables (Y)
[42]. This category is termed supervised learning because an
algorithm can learn from a labeled training dataset, while
the learning process stops when the algorithm reaches an
appropriate level of performance. The most widely used
supervised learning algorithms include the support vector
machine (SVM), linear regression, logistic regression, naive
Bayes, and k-nearest neighbor (KNN) algorithms. Further,
there are two types of supervised learning:

Classification: The algorithm learns how to classify new
observations from a labeled training dataset [43]. The output
of the classification can be either bi-class (e.g., whether a
given client is a regular user or an attacker, or whether an
email is spam or non-spam) or multi-class, in which case it
contains more than two classes.

Regression: The algorithm performs a regression task.
It is trained to estimate the mapping function (f) based on
a training dataset (x) in order to predict the numerical or
continuous output (y). This type of algorithm can be used to
predict, for example, a house price or a stock price.
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Long Short Term
Memory (LSTM)

B. UNSUPERVISED LEARNING

Unsupervised learning is a ML approach whereby the model
trains and learns based on its own information, without requir-
ing guidance to discover patterns, similarities, and differences
[44]. The various unsupervised techniques deal with unla-
beled or unclassified data, and they allow the algorithms to
learn and model on their own in order to uncover patterns
[45]. The most widely used unsupervised learning algorithms
include the hierarchical clustering, K-means clustering, mix-
ture models, and density-based spatial clustering of applica-
tions with noise (DBSCAN) algorithms. The different types
of unsupervised learning approaches can be divided into two
groups:

Clustering: The data points are clustered into different
groups. Data points with similar features or proprieties will
be clustered into the same group, while data points that do not
share similar features will be clustered into different groups.

Association: A rule-based ML technique designed to dis-
cover the relation or association across a large set of items.

C. SEMI-SUPERVISED LEARNING

Semi-supervised learning relies on a combination of a labeled
dataset for a large amount of data and an unlabeled dataset for
a small amount of data during the training phase [46]. This
type of ML falls somewhere between supervised learning,
which involves a labeled dataset, and unsupervised learning,
which involves an unlabeled dataset [47]. Some practical
examples of semi-supervised learning include speech anal-
ysis, Internet content classification, and protein sequence
classification.

D. DEEP LEARNING

The deep learning (DL) technique is a type of ML that
imitates the structure of the human brain in analyzing and
processing data to observe patterns and perform different
classification tasks [118]. DL utilizes a multi-layered struc-
ture of algorithms named neural networks; the design of
the neural networks mimics the structure of the human
brain to accomplish different tasks, including regression,
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clustering, and classification. DL algorithms fall some-
where between supervised learning (which involves a labeled
dataset) and unsupervised learning (which involves an unla-
beled dataset) [119]. Some practical examples of DL include
self-driving cars, speech recognition, natural language pro-
cessing (NLP), fraud detection, language translation, and
image classification.

VIl. DDoS DEFENSE SYSTEMS BASED ON ML
APPROACHES IN TRADITIONAL NETWORKING
ENVIRONMENTS

This section discusses recent studies concerning a diverse
range of DDoS defense systems that make use of ML
approaches in traditional networking environments.

Gu et al. [45] proposed a semi-supervised k-means algo-
rithm for the DDoS attack classification process. In terms
of the selected features, the authors used a hybrid feature
selection algorithm to ensure the best detection results. The
proposed approach was applied to different known datasets,
including the DARPA, CAIDA, CICIDS, and real-world
datasets. However, the authors created real-world datasets by
using tools to stimulate normal and attacker traffic; and no
accuracy measurement was provided in the proposed work
for a comparison with other related work. Zhang et al. [48]
proposed a DDoS detection model that uses two algorithms,
namely the power spectral density (PSD) and SVM algo-
rithms, for low-rate DDoS attack classifications. The PSD
algorithm calculates the entropy and then compares it with
two predefined thresholds. To distinguish traffic patterns, the
SVM algorithm is applied to investigate suspicious traffic and
recognize similar patterns for the classifications. The experi-
mental results showed that the proposed approach detected
99.19% of all low-rate DDoS attack traffic within a low-
complexity timeframe. The proposed work must be vali-
dated with recent datasets. Filho et al. [49] proposed a smart
detection system, that is, an online approach to DDoS attack
detection. The proposed technique uses the random forest tree
algorithm to perform the DDoS classification. Their article
also presented a new signature database consisting of normal
and attack network traffic. The database is used by the online
smart detection system. In terms of the system evaluation and
validation, the authors used both a customized dataset and
existing datasets, including the CIC-DoS, CICIDS2017, and
CSE-CIC-IDS2018 datasets. The performance metric results
concerning the smart detection system indicated an improve-
ment in the detection rate (DR), the false alarm rate (FAR),
and the precision rate (PREC).

Yuan et al. [40] proposed a deep learning detection
approach known as DeepDefense. They designed a recurrent
deep neural network to learn behavior from a large-scale
network traffic dataset. The DeepDefense mechanism adapts
a number of ML techniques, and the approach used various
types of recurrent neural networks (RNNs) to detect DDoS
attacks. The evaluation results revealed that the proposed
method reduced the error rate and exhibited a higher accu-
racy rate. However, the dataset used in the proposed work
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is old and did not contain recent DDoS attack techniques.
Sofi et al. [50] proposed a new dataset that contains modern
classes of DDoS attacks, with a focus on HTTP flood and
SIDDoS attacks. For the DDoS detection and classification,
various ML methods were applied to distinguish between
normal and DDoS attack traffic. Among the different clas-
sification methods described in the article, the multilayer
perceptron (MLP) provided the highest accuracy rate. How-
ever, the proposed work used a synthetic dataset, which
affected the quality of the performance, and did not provide
a comparison with other related work. Devi et al. [51] pro-
posed a detection model consisting of an online monitoring
system and a spoofed traffic detection module. The online
monitoring system aims to construct baseline profiles for nor-
mal and attack traffic. The spoofed traffic detection module
combines two algorithms, namely the hop-count inspection
(HCI) and SVM algorithms, to perform the classification.
The experimental results demonstrated 98.99% accuracy and
areduced false positive rate. However, the proposed work did
not provide enough details about the dataset used. In addition,
no comparison with previous work in terms of performance
metrics was provided.Das et al. [52] proposed a network
intrusion detection system (NIDS) to detect both predefined
and modern types of DDoS attacks. The proposed NIDS is
based on the integration of various classifiers using ensemble
models. Each classifier is specified for a certain type of
intrusion in order to achieve a solid detection mechanism in
the face of DDoS attacks. The experimental results showed
that the proposed NIDS detected 99.1% of all DDoS attack
traffic. However, the proposed approach is limited to specific
types of DDoS attacks, and only one dataset was used to
test the model. Liu et al. [53] proposed a novel mitiga-
tion approach in the edge environment to detect large-scale,
low-rate DDoS attacks. A deep convolution neural network
(DCNN) is used to automatically learn the optimal features
of the dataset. For the attack classifications, the authors used
a deep reinforcement learning Q-network. They also used an
enhanced Mirai botnet to conduct a powerful and sophisti-
cated attack. The experimental results demonstrated that the
proposed approach could differentiate between attacks with
an increased detection accuracy rate as well as more quickly
with regard to the response time than the SVM, K-means,
and surface learning neural network approaches. However,
the article did not compare the performance metrics with
other related work. Jia et al. [131] proposed a detection
method based on hybrid multi-classifier learning techniques.
The detection approach utilized singular value decomposition
(SVD) for traffic classification. The authors used a known
public dataset called the KDD Cup 1999 dataset to perform
the training and testing for the proposed detection system.
The experimental results demonstrated that the proposed
detection approach achieved a higher accuracy and preci-
sion rate. However, it would be interesting to evaluate the
proposed detection method with recent real traffic datasets.
Diverse use of ML approaches in traditional networking envi-
ronments can appear in Table 2.
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TABLE 2. Comparison of DDoS defense system based on ML approaches in traditional networking environments.

Types of DDoS

Best accuracy, precision, TPR, and

Reference attacks ML techniques used Dataset Evaluation metrics FPR
[45] Network layer k-means DARPA, True positive rate (TPR), false Accuracy: not available
DDoS attacks CAIDA, positive rate (FPR), and detection Precision: not available
CICIDS, and time TPR: 99.75
real-world FPR: 0.20
dataset
[48] Low rate DDoS SVM KDD99 Detection rate (DR) and the Accuracy: 99.19
attacks dataset percentage of detection amount Precision: not available
(DA) TRP: not available
FPR: not available
[49] Volumetric Random forest tree CIC-DoS, Detection rate (DR), precision Accuracy: 0.99
attacks: TCP CICIDS2017, (PREC), false alarm rate (FAR), Precision: 0.99
flood, UDP CSE-CIC- and sampling rate (SR) TPR: not available
flood, HTTP IDS2018, and FPR: 0.00
flood, HTTP customized
slow headers, dataset
HTTP slow
body, and HTTP
slow read
[40] HTTP, TCP, Convolutional ISCX2012 Error rate, accuracy rate, precision, Accuracy: 98.41
IRC, DNS, and neural network dataset recall, f-measure, accuracy rate, and  Precision: 98.4
SMTP (CNN), RNN, long area under the curve (AUC) TPR: 98.40
short-term memory FPR: 1.59
neural network
(LSTM), and gated
recurrent unit
(GRU)
[50] HTTP flood, Naive Bayes, MLP, Synthetic Accuracy rate, precision, and recall ~ Accuracy: 98.91
SIDDoS, UDP SVM, and decision dataset Precision: 0.98
flood, and Smurf  trees TPR: 0.98
attack FPR: not available
[51] TCP SYN, HCI and SVM Synthetic CPU usage, memory usage, packet Accuracy: 98.99
Smurf, UDP, and dataset loss, throughput, link utilization, Precision: 0.984
ICMP true positive, false positive, TPR: 0.974
precision, recall, f-measure, and FPR: 0.026
accuracy rate
[52] Network layer C4.5, KNN, MLP, NSL-KDD Accuracy rate, TPR, FPR, Accuracy: 97.89
DDoS attacks and SVM dataset precision, recall, f-measure, and Precision: 0.979
ROC area TPR: 0.979
FPR: 0.022
[53] Low-rate DDoS DCNN and deep Mirai Bots Detection rate, FPR, training time, Accuracy: 95.22
attacks reinforcement network speed, and packet loss rate Precision: not available
learning Q-network TPR: not available
FPR: 0.40
[131] TCP. UDP, and Multi Classifier KDD99 Accuracy, precision, and TNR Accuracy: 99.8
ICMP dataset Precision: 99.84

TPR: not available
FPR: not available

VIil. DDoS DEFENSE SYSTEMS USING MODERN
NETWORKING ENVIRONMENTS BASED ON ML
TECHNIQUES

A number of different approaches have been proposed with
regard to DDoS attack detection based on ML techniques
in modern networking environments. Today, many systems
make use of modern networking technologies due to the
advantages that such an environment offers, including flex-
ibility, scalability, and cost reduction [54], [55]. This section
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discusses DDoS defense systems based on ML techniques
using a diverse range of modern networking environments.

A. DDoS DEFENSE SYSTEMS BASED ON ML TECHNIQUES
IN CLOUD COMPUTING ENVIRONMENTS

The term ““cloud computing™ refers to the way in which
computer recourses and network services are delivered over
the Internet (i.e., the cloud) [56]. The invention of cloud com-
puting shifted the focus of network infrastructure adaptation
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environments.

from enterprises’ premises to cloud services. The number
of enterprises that have chosen to move their IT infrastruc-
ture to the cloud is increasing day by day due to the sig-
nificant benefits associated with the use of cloud services,
including cost reduction and the ability to scale network
services [57].

As many clients now use cloud services, it is important to
recognize that DDoS attacks represent a major threat to such
services [58]. This subsection discusses the different DDoS
defense approaches based on ML techniques in the context
of cloud computing.

Gurulakshmi and Nesarani [59] used different ML algo-
rithms, including the SVM, naive Bayes, and random forest
algorithms, to perform the DDoS attack classifications. A
new dataset with nine features and four classes was created to
be used with various ML techniques. The experimental results
showed that the SVM algorithm achieved high performance
when compared with the other ML methods used in the paper.
However, the proposed approach must be tested with recent
real-world datasets that contain new DDoS attack techniques.
Zekri et al. [60] proposed a DDoS detection system based
on the C.4.5 algorithm. The algorithm was designed in such
a way that it coupled with signature detection methods to
achieve better DDoS classifications. The proposed approach
involves a processing module, a detection module, and stor-
age. The detection module consists of the signature-based
detection and C.4.5 algorithms working together to perform
better DDoS detection. The evaluation results showed that the
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system was able to mitigate DDoS attacks with high detection
and efficiency rates. However, the proposed work must be val-
idated with recent real traffic datasets. Alsirhani et al. [114]
proposed a dynamic DDoS attack detection system consisting
of a classification algorithm, a distributed system, and a fuzzy
logic system. The proposed system uses fuzzy logic to choose
the most suitable algorithm from among a list of existing clas-
sification algorithms capable of identifying various DDoS
attack patterns. The available algorithms are the naive Bayes,
decision tree (entropy), decision tree (Gini), and random
forest algorithms. When dataset] was used, the experimental
results showed that the proposed approach exhibited higher
performance rates and lower delays. However, the proposed
system exhibited lower performance rates and delays when
dataset2 was used.He et al. [62] proposed a DDoS attack
detection approach based on the source side of the cloud envi-
ronment. The proposed method utilizes statistical techniques
to gather the required data from the hypervisor of the cloud
server and the virtual machine, thereby preventing traffic
from being sent outside the network. The authors used nine
different ML approaches so as to draw a comparison between
the available algorithms. The evaluation of the proposed
approach showed it to exhibit 99.7% accuracy in relation to
preventing four types of DDoS attacks. In future work, the
authors intend to combine various ML algorithms to achieve
better performance in the face of DDoS attacks. However, the
proposed work used an unknown dataset which affected the
performance results. Rivas and Lafalce [63] proposed a DDoS
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attack detection approach that relies on a new application
of ML. To learn from an attacker’s behavior, they used a
honeypot to produce a training dataset. The dataset contains
the source IP address, country name, and attack duration.
The authors used two ML algorithms for the classification,
namely the SVM and CNN algorithms. The experimental
evaluation showed that both the utilized ML algorithms have
the ability to detect DDoS attacks with a high degree of accu-
racy. However, the proposed approach is limited to certain
types of DDoS attacks. Rukavitsyn et al. [64] proposed a self-
learning approach that can be performed in two steps: captur-
ing the network traffic and retraining the detection method
using updated data. The authors used a relearning algorithm
to dynamically adapt to any changes in traffic in the cloud
and to implement a new detection model. The experimental
environment was rendered via OpenStack, with the results
showing that the proposed relearning algorithm was able to
increase the accuracy of the DDoS attack detection within
the cloud environment. However, the proposed method must
use a real traffic dataset to test and validate their approach.
Priyadarshini and Barik [120] proposed a deep learning intel-
ligent mechanism to mitigate DDoS attacks in fog and cloud
environments. The proposed methodology used long short-
term memory (LSTM) as the deep learning algorithm to clas-
sify the DDoS attacks. The authors used the Hogzilla dataset
to train and test the proposed work and using the Hping3 tool,
created another dataset to stimulate DDoS attack traffic and
normal user traffic. The attack traffic was conducted on three
types of DDoS attacks: TCP, UDP, and ICMP. The experi-
mental evaluation showed the proposed method is effective
in terms of detecting DDoS traffic within cloud and fog envi-
ronments. However, the dataset used in the proposed model
is old, and the authors need to validate their approach in a
large-scale real environment. Cakmakcyer al. [121] proposed
anovel DDoS detection method in which the proposed algo-
rithm is improved based on a kernel-based online anomaly
detection approach. The proposed work used an unsupervised
machine learning algorithm and the CICIDS2017 dataset.
The authors verified and compared their work with other
related works in terms of the accuracy rate, precision, and
recall. The performance results showed that the proposed
approach is effective in the face of DDoS attacks. However,
the proposed work is limited to certain types of DDoS attacks.
Virupakshar et al. [122] proposed a DDoS mitigation system
for the OpenStack platform within the private cloud environ-
ment. The proposed work utilized different ML approaches
for DDoS classification. To train and test the dataset for
DDoS classification, the authors created a dataset within the
cloud environment and used a simulation tool called low
orbit ion cannon (LOIC) to generate various types of DDoS
attack traffic. The performance results showed that the KNN,
naive Bayes, and the DNN exhibited a high accuracy rate
in the face of different types of DDoS attacks. However, it
would be more appropriate to use a real traffic dataset rather
than a synthetic dataset. Gumaste et al. [123] proposed a
detection approach on the OpenStack platform within the
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private cloud environment. The authors designed Spark as
a service for on-demand provisioning of clusters. For the
detection part, the proposed method employed three different
ML algorithms, including random forest, decision tree, and
logistic regression. The performance results showed that the
random forest technique achieved a higher accuracy rate in
contrast to the other ML algorithms. However, the proposed
work is limited to certain types of DDoS attacks. Diverse
use of ML approaches in cloud computing environments can
appear in Table 3.

B. DDoS DEFENSE SYSTEMS BASED ON ML TECHNIQUES
IN SDN ENVIRONMENTS

An SDN is a new network paradigm that enables the network
topology to be controlled or programmed via various software
applications [65]. An SDN provides a centralized controller
to manage the entire network. Although the controller rep-
resents one of the most significant advantages of an SDN, it
might become inaccessible or unavailable as a result of DDoS
attacks [66], [157].

Dong and Sarem [67] proposed a DDoS detection method
for use in an SDN environment based on a ML approach. The
proposed method can be performed in two ways. First, by
identifying DDoS attacks based on the degree of the attacks.
Second, by employing ML techniques to perform the classi-
fications. The authors used an improved KNN algorithm to
identify DDoS patterns with four selected features, namely
the flow length, flow duration, flow size, and flow ratio.
The experimental evaluation demonstrated that the proposed
method could successfully identify DDoS attacks. However,
the authors used an unknown dataset and did not provide any
details about it. Sun et al. [68] proposed a real-time detection
method for an SDN controller. The detection method first
determines the abnormality in the network traffic through the
use of entropy. Then, a warning alarm is generated and impor-
tant features are extracted. To identify the DDoS patterns, the
authors used the BILSTM-RNN neural network algorithm.
The proposed defense system involves four modules, namely
the anomaly detection module, the flow table collection
module, the feature extraction module, and the attack detec-
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TABLE 3. Comparison of DDoS defense system based on ML approaches in cloud computing.

Reference Types of DDoS attacks ML techniques Dataset Evaluation metrics Best accuracy, precision, TPR,
used and FPR
[59] HTTP, TCP, UDP, and SVM, naive Bayes,  Synthetic dataset Accuracy rate, Accuracy: 0.997
ICMP and random forest precision, recall, Precision: 0.998
specificity, and f- TPR 0.99
measure FPR: not available
[60] TCP SYN attack, UDP C.4.5 algorithm Synthetic dataset Accuracy rate, TPR, Accuracy: 99.05
attack, and ICMP attack FPR, true negative rate, Precision: 0.99
f-measure, correct TPR: 100
classification rate, FPR: 2
detection time, and
ROC area
[114] Network layer DDoS Naive Bayes, CAIDA Accuracy rate, Accuracy: 0.98
attacks decision tree precision, recall, f- Precision: 0.98
(entropy), decision measure, FPR, and true TPR: 0.98
tree (Gini), and negative rate FPR: 0.02
random forest as
candidate
algorithms.
[62] SSH brute-force attacks, Linear regression Unknown dataset Accuracy rate, Accuracy: 99.73
ICMP flooding attacks, (LR), SVM, precision, recall, f- Precision: 100.0
DNS reflection attacks, and decision tree, naive measure, FPR, and false =~ TPR: 99.76
TCP SYN attacks Bayes, random negative rate FPR: <0.07%
forest algorithm, k-
means, and
Gaussian- mixture
model for
expectation
maximization
(GMM-EM)
[63] HTTP request SVM and a CNN Hive plot dataset Accuracy rate, Accuracy: 100.0
precision, recall, and Precision: 1.00
AUC TPR: 1.00
FPR: not available
[64] Not specified Self-learning Synthetic dataset Accuracy rate, Accuracy: 1.0
algorithm precision, recall, and Precision: 1.0
Fl-score TPR: not available
FPR: not available
[120] TCP, UDP, and ICMP long short-term Hogzilla and Accuracy rate Accuracy: 98.88
memory (LSTM) synthetic dataset Precision: not available
TPR: not available
FPR: not specified
[121] UDP, TCP, and HTTP Improved KOAD CICIDS2017 dataset Accuracy rate, Accuracy: 99.55
precision, and recall Precision: 95.24
TPR: 95.23
FPR: 0.23
[122] ICMP, TCP, and HTTP Decision Trees, K- Synthetic dataset Accuracy rate, Accuracy: 99.55
flooding nearest neighbor precision, recall, F1- Precision: around 98.0
(KNN), Naive score TPR: 0.99
Bayes, and Deep FPR: not specified
Neural Network
(DNN)
[123] ICMP flooding attacks Random forest, KDD Cup and Accuracy rate, Accuracy: 99.21

decision tree, and
logistic regression

Synthetic dataset

precision, false positive
rate, and detection time

Precision: 99.91
TPR: not available
FPR: 0.003

tion module. The experimental results showed that the pro-
posed system can be effectively used to detect DDoS attacks
as well as to minimize the overhead on the SDN controller.
However, the proposed method is limited to specific types
of DDoS attacks. In addition, the proposed approach must
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be validated with recent datasets. Abou El Houda et al. [69]
proposed a blockchain-based approach known as Cochain-
SC for DDoS mitigation in the context of an SDN. The
proposed mitigation system consists of two stages, namely
the intra-domain and inter-domain DDoS mitigation stages.
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The intra-domain mitigation stage involves three primary
methods: (1) an intra-entropy-based method for data random-
ness, (2) an intra-Bayes-based method for classifications; and
(3) an intra-domain method for mitigating illegal traffic. The
inter-domain DDoS mitigation stage uses a blockchain to
route malicious traffic in a decentralized fashion. The exper-
imental results showed that the proposed approach could
effectively mitigate DDoS attacks in the context of an SDN.
However, the authors must validate the proposed approach
with recent real traffic datasets and improve the detection
method to identify different types of DDoS attacks. Liu et al.
[70] also proposed a DDoS detection method in the context of
an SDN. The proposed method deploys an entropy approach
on the switch, which results in a distinction being made
between normal and abnormal traffic. When the traffic is
abnormal, the anomaly detection module collects the flow
table and extracts the features required for the classifications.
The attack detection module determines whether a client is
normal or an attacker through the use of a PSO-BP neural
network. The experimental evaluation demonstrated that the
proposed method can reduce the SDN controller’s overhead,
improve the detection accuracy, and enhance the detection
speed. However, the article did not provide any details about
the dataset used. In addition, the evaluation metrics should
be compared with other related works. Lingfeng and Hui
[71] proposed a detection framework for mitigating DDoS
attacks in the context of an SDN. The proposed approach
comprises three main parts: (1) a traffic collection module,
(2) a DDoS attack identification module, and (3) a flow table
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delivery module. The proposed detection approach uses the
SVM algorithm to determine whether the collected traffic
is normal or attack traffic. After attacks are detected, the
forwarding policy is adjusted according to the flow table
delivery module. The experimental results demonstrated that
the proposed approach is effective in terms of detecting DDoS
attacks. However, the dataset used is old and did not contain
recent types of DDoS attacks. Rahman et al. [72] proposed
a framework for detecting and mitigating DDoS attacks in
an SDN environment. The proposed framework uses four
ML techniques (J48, random forest, SVM, and KNN) to
perform the classifications. After the evaluation process used
to select the ML algorithms, the authors used the best model
in the SDN network topology to perform the DDoS detection
and mitigation. The experimental evaluation showed the J48
algorithm to be the most accurate model for the proposed
network. However, the authors used a synthetic dataset which
affected the evaluation metrics. In addition, the dataset used
contained only two types of DDoS attacks. Deepa et al.
[73] proposed an ensemble approach that combines various
ML algorithms to perform DDoS classifications in the con-
text of an SDN environment. The selected ML classifiers
are the KNN, naive Bayes, SVM, and self-organizing map
(SOM) algorithms. The performance metrics showed that the
SVM-SOM combination delivered higher accuracy, a better
detection rate, and a reduced false positive rate. Moreover,
Deepa et al. [74] proposed a hybrid technique that com-
bines two ML algorithms for attack classifications in the
context of the SDN controller. The performance evaluation
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metrics demonstrated that the proposed hybrid ML model
(SVM-SOM) achieved better accuracy, a high detection rate,
and a reduced false positive rate when compared with the use
of a simple ML algorithm. However, the proposed detection
method must be validated with recent real traffic datasets.
Zhijun et al. [75] proposed a detection method for low-rate
DDoS attacks. The factorization machine (FM) ML algorithm
is used for the DDoS classifications. The proposed approach
trains the selected features sample (six tuple) in order to
construct the FM prediction model for low-rate DDoS attack
classifications. The experimental evaluation demonstrated
that the proposed detection approach is able to detect low-
rate DDoS attacks with higher detection accuracy, a higher
recall rate, a higher precision rate, and a higher AUC rate.
Haider et al. [15] proposed a deep learning framework for
DDoS attack detection in the context of an SDN. To improve
the detection rate in relation to flow-based data, the proposed
approach utilizes ensemble CNN models. The CICIDS2017
dataset was used to provide flow-based attributes and fea-
tures for the SDN. The authors verified and compared their
work with other related works in terms of the accuracy rate,
precision, recall, F1-measure, test time, train time, and CPU
usage. The performance results showed that the proposed
approach is effective in the face of DDoS attacks on the
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SDN controller. Although the authors provided a comparison
of different benchmark datasets, they did not compare the
proposed method with other related work. Oo et al. [124]
proposed an advanced support vector machine (ASVM) for
DDoS attack classification. The learning algorithm is able
to perform a multiclass output, comprising three different
classes. The proposed mechanism classified two types of
DDoS attacks, including UDP and SYN flooding attacks.
The authors used a generated traffic tool named Scapy to
perform DDoS flooding attacks and created a new dataset
called SDNTrafficDS. The experimental evaluation showed
the proposed method is effective in terms of detecting UDP
and SYN flooding attacks within the SDN environment.
However, the authors must validate their approach on a real
traffic dataset. In addition, after DDoS attacks are detected,
a mitigation method should be performed to eliminate mali-
cious traffic. The authors did not provide any details about the
mitigation strategy. Tuan et al. [125] proposed a novel DDoS
attack mitigation scheme in Internet service provider (ISP)
networks within the SDN environment. The implemented
approach was designed to mitigate TCP-SYN and ICMP
flooding attacks by using ML techniques. The authors used
a KNN to distinguish whether a given data set is normal or
an attack. To implement the mitigation algorithm, the authors
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used two datasets. The first dataset was the 2007 CAIDA
dataset, and the second one was created by using the Bonesi
tool to stimulate DDoS botnet traffic. The experimental eval-
uation showed the proposed mitigation method is effective
in terms of detecting TCP-SYN and ICMP flooding attacks
within the SDN environment. However, the authors must
validate their approach in a recent real traffic dataset rather
than old or synthetic datasets. Diaz et al. [26] proposed a
flexible modular framework for detecting and mitigating low-
rate DDoS attacks in the SDN environment. The proposed
model includes two modules: an intrusion prevention system
(IPS) and an intrusion detection system (IDS). The authors
used a diverse range of ML and DL techniques for DDoS
classification implemented within the IDS. The proposed
mechanism used the 2017 CIC DoS dataset to train and
test ML algorithms. The performance results showed that
the proposed approach is effective in the face of slow- and
low-rate DDoS attacks in the SDN setting. However, the
authors did not compare the performance results with other
related works. Dehkordi et al. [126] proposed a detection
method that makes use of statistical and ML approaches for
DDoS detection. The implemented model aimed to detect
HTTP application layer DDoS whether high- or low-volume
attacks. The proposed framework comprised three main sec-
tions: collector, entropy-based, and classification modules.
To validate the model, the detection approach used three
datasets: the UNB-ISCX, CTU-13, and ISOT datasets. The
evaluation results showed that the proposed mechanism per-
formed better than the other approaches mentioned in the
article. However, the authors must validate their approach
with recent real traffic datasets. Sahoo ef al. [127] proposed
a detection mechanism that employs SVM as the learning
algorithm for malicious traffic classification. The model used
kernel principal component analysis (KPCA) during the fea-
ture extraction phase and utilized a genetic algorithm (GA)
for optimizing different settings of the SVM classifier. To
evaluate, train, and test the proposed model, the authors used
two different datasets which contained normal traffic and dif-
ferent DDoS attacks, including UDP flooding, HTTP flood-
ing, Smurf, and SiDDoS. The evaluation results revealed
that the proposed method reduced the false alarm rate and
exhibited a higher accuracy rate. However, the authors did not
compare the performance results with other related works.
Virupakshar et al. [128] proposed a detection mechanism
for DDoS attacks with two levels of security. In the first
process, the DDoS attack signature is identified by using
an open source intrusion detection system called Snort. In
the second security phase, the proposed method employed
two ML techniques named the DNN and SVM to predict
DDoS attacks. For the training and testing stages, the KDD
Cup 1999 dataset was applied to ML algorithms for DDoS
classification. The evaluation results demonstrated that the
DNN gave higher accuracy in contrast with SVM. However, a
recent dataset would be more appropriate to use and produce
the performance results.Various use of ML approaches in
SDN environments can appear in Table 4.
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C. DDoS DEFENSE SYSTEMS BASED ON ML TECHNIQUES
IN NFV ENVIRONMENTS

The NFV process has attracted significant research attention
in recent years [76]. The main concept behind NFV con-
cerns decoupling network functions and network services
(i.e., load balancers, routers, and firewalls) from dedicated
hardware to instead run on high-volume servers (x86 server)
as software [77]. NFV provides various features that serve
to reduce the capital expenditures (CAPEX) and operating
expenses (OPEX) [78]. Another significant feature of NFV
is automation, as it shifts the mission of network functions
from administration to technology [79]. Fig. 12 presents the
NFV architectural framework [79].

The SDN/NFV combination has recently been used to
mitigate DDoS attacks. Fig. 13 illustrates how an SDN and
NFV can be integrated to mitigate such attacks [80]. Many
related works have proposed different methods relying on
ML approaches that can use an NFV environment to help
beat DDoS attacks. This subsection discusses the different
available approaches that utilize an NFV environment and
ML techniques to combat DDoS attacks.

Abdulqadder et al. [81] proposedan attack-aware security
provisioning approach for DDoS attack mitigation in the
context of the SDN/NFV combination with a 5G network.
The proposed approach has the following features: (1) an
access point (AP), (2) trusted authority (TA), (3) an open
virtual switch (OVS), (4) an SDN controller, (5) a user, and
(6) virtual network functions (VNF). The proposed approach
uses a genetic algorithm to perform the best feature selec-
tion for the classifications. The traffic is classified using the
radial basis function with extreme learning machine (RBF-
ELM) so that malicious packets can be distinguished from
legitimate traffic. The malicious traffic is dropped at the VNF,
while the legitimate traffic is rerouted to the controller. The
experimental evaluation showed that the proposed approach
achieved a higher accuracy rate, a higher packet transmission
rate, a lower delay, and a lower packet loss ratio. However,
there are not enough details about the dataset used. Kalliola
et al. [82] proposed a flexible mitigation testbed environment
to develop and evaluate security orchestration in the context
of NFV. The proposed method employed ML techniques to
classify normal and attack traffic. The results of the ML
classifiers are provided to the orchestrator so as to prevent
the VNFs from being compromised. Further action is then
taken, such as filtering and rerouting the captured packets
for additional investigation. The experimental results showed
that the proposed approach is effective in terms of mitigating
different types of attacks. However, the proposed work should
be validated with a real traffic dataset. Aljuhani ef al. [83]
designed and developed an App-DDoS attack detection and
mitigation model to protect webservers against App-DDoS
attacks. They first developed a holistic DDoS mitigation
model to detect and mitigate a diverse range of DDoS attacks
[54]. Based on this defense framework, the authors derived
a novel scheme for mitigating App-DDoS cyberattacks. The
defense system utilizes three modes: normal, screening, and
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TABLE 4. Comparison of DDoS defense system based on ML approaches in SDN environments.

Best accuracy, precision,

Reference Types of DDoS attacks ML techniques used Dataset Evaluation metrics TPR, and FPR
[67] TCP, UDP, and ICMP Improved KNN Synthetic dataset TPR, FPR, precision, recall, Accuracy: 0.91
algorithm AUC, and f-measure Precision: 0.993
TPR: 0.994
FPR: 0.009
[68] Network layer DDoS attacks ~ BiLSTM-RNN Synthetic dataset Accuracy rate and CPU Accuracy: 98.88
neural network utilization Precision: not available
algorithm TPR: not available
FPR: not available
[69] Network layer DDoS attacks  1-BS Synthetic dataset Detection rate, FPR, attack Accuracy: 100.0
mitigation (packet/second), Precision: not available
and ROC area TPR: not available
FPR: 26.0
[70] TCP_SYN flood, UDP PSO-BP neural Synthetic dataset Detection rate, accuracy Accuracy: 98.02
flood, and ICMP flood network rate, and FPR Precision: not available
TPR: not available
FPR: 1.43
[71] HTTP flood attacks SVM KDD99 dataset TPR, FPR, false negative Accuracy: 0.998
rate, and true negative rate Precision: not available
TPR: number of 191598
FPR: number of 553
[72] ICMP and TCP flood J48, random forest, Synthetic dataset Accuracy rate, precision, Accuracy: 1.00
attacks SVM, and KNN recall, F1-score, sensitivity, Precision: 1.00
and specificity TPR: 1.00
FPR: not available
[73] TCP, UDP, and ICMP KNN, naive Bayes, CAIDA 2016 TPR, FPR, false negative Accuracy: 98.12
SVM and SOM rate, and true negative rate Precision: not available
TPR: 85.49
FPR: 2.51
[74] TCP, UDP, ICMP SVM-SOM Synthetic dataset Accuracy rate, detection Accuracy: 98.12
rate, false alarm rate, false Precision: not available
negative rate, and true TPR: 85.49
negative rate FPR: 2.51
[75] Low-rate DDoS attacks FM NSL-KDD, DARPA Accuracy rate, precision, Accuracy: 0.958
98, and CAIDA recall, AUC, ROC area, and Precision: 0.950
dataset forwarding success rate TPR: 0.946
under different attack rates FPR: not available
[15] Slowloris, slow http, and RNN, LSTM, and CICIDS2017 Accuracy rate, precision, Accuracy: 99.45
http flood CNN recall, F1-measure, test Precision: 99.57
time, train time, and CPU TPR: 99.64
usage FPR: 0.0
[124] UDP, and SYN flooding Advanced support Synthetic dataset Training data time, testing Accuracy: 0.97
attacks vector machine data time, false alarm rate, Precision: not available
(ASVM) detection rate, and accuracy TPR: 0.97
FPR: 0.02
[125] TCP-SYN and ICMP flood K-Nearest CAIDA 2007 and Accuracy rate, precision, Accuracy: 0.9910
attacks Neighbors (KNN) Synthetic dataset recall, and F1-score. Precision: 0.991
TPR: 0.991
FPR: not available
[26] Slow and low rate DDoS J48, Random Tree, CICIDS2017 dataset Accuracy rate, precision, Accuracy: 0.95
attacks REP Tree, Random recall, false alarm rate, and Precision: 0.954
Forest, Multi-Layer Fl-score TPR: 0.50
Perceptron (MLP), FPR: 0.005
and SVM
[126] HTTP attacks K-fold UNB-ISCX, CTU-13 Accuracy rate, precision, Accuracy: 99.85
and ISOT datasets recall, false alarm rate, true Precision: 99.64
positive rate, and F1-score TPR: 98.60
FPR: 0.1
[127] UDP flood, HTTP flood, SVM NSL-KDD, and Accuracy, recall, precision, Accuracy: 98.90
Smurf, and SiDDoS DDoS datasets and total training time Precision: around 99.00
TPR: 98.60
FPR: not available
[128] Network layer DDoS attacks  DNN and SVM KDD Cup’99 dataset Accuracy rate, precision, Accuracy: 0.923

and recall

Precision: around 0.9
TPR: approximate 1
FPR: not available
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Hardware resources

suspicious. The defense system switches between the modes
according to the server load. The detection method employs
ML techniques in the screening mode. The experimental
evaluation showed that the proposed approach could suc-
cessfully mitigate App-DDoS attacks. However, the proposed
scheme is limited to App-DDoS attacks. Alharbi ez al. [84]
presented a collaborative SYN flooding mitigation approach
using NFV. The proposed approach can detect and mitigate
attacks without any involvement from the administrator. The
approach involves two modes, namely the stand-by and deep
screening modes. In the stand-by mode, agents calculate the
network traffic and listen for any start/stop request messages
from the controller. When a message is flagged with a start
request, it calls up the deep screening mode for further
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FIGURE 17. Enabling SDN/NFV to mitigate DDoS attacks (adapted
from [80]).

investigation. In the deep screening mode, agents collect a
sample of the SYN packets. The important features are then
extracted. Based on the extracted features, a classification
process is performed using the DBSCAN algorithm. After
attempted attacks are identified, the proposed defense system
generates policy rules to prevent the attacks. Further, the
XFirewall [85] is instantiated and configured with the new
ruleset to block any detected attacks. The experimental results
demonstrated that the proposed defense approach is effective
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TABLE 5. Comparison of DDoS defense system based on ML approaches in NFV environments.

Reference Types of DDoS attacks ML t?;l;glques Dataset Evaluation metrics Best ?gﬁffg& ;l;rpelc;smn,
[81] Network Time Protocol RBF-ELM Not specified Detection accuracy rate, Accuracy: 95.3
(NTP), Hyper Text the number of packets Precision: not available
Transfer Protocol (HTTP), redirected, packet TPR: not available
and Simple Mail Transfer transmission rate, average FPR: not available
Protocol (SMTP) delay, and packet loss ratio
[82] Volumetric attack Not specified Synthetic dataset Packet drops and QoS Accuracy: not available
Precision: not available
TPR: not available
FPR: not available
[83] HTTP flooding attacks Logistic regression ~ ClarkNet-HTTP and CPU usage, memory usage, Accuracy: not available
customized dataset traffic rate, transmission Precision: not available
rate, and response time TPR: not available
FPR: not available
[84] SYN flooding attack DBSCAN Synthetic dataset Transmission rate, traffic Accuracy: not available
rate, response time, normal ~ Precision: not available
traffic, and malicious TPR: not available
traffic FPR: not available
[86] ICMP, IGMP, Smurf SVM and SOM CAIDA and Accuracy rate, detection Accuracy: 99.30
attack, TCP-SYN, UDP customized datasets rate, false alarm rate, Precision: 0.993
flooding attack, PUSH- detection performance rate,  TPR: not available
ACK attack, and low-slow and CPU utilization rate FPR: 0.67
rate attack
[87] Network and application ALM Synthetic dataset Accuracy rate, false alarm Accuracy: 0.91
DDoS attacks rate, precision, and Precision: 1.0
exposure rate TPR: not available
FPR: 0.00
[50] SYN flooding attacks Single SVM and Synthetic dataset Detection accuracy rate, Accuracy: 0.91

multiple SVMs

TPR, and FPR

Precision: 1.0

model

TPR: 0.994
FPR: 0.009

with regard to mitigating SYN flooding attacks in the context
of NFV.However, the proposed approach is limited to SYN
flooding attacks. Phan et al. [86] proposed a novel hybrid ML
model for attack classifications. Their hybrid model com-
bines two machine learning algorithms, namely the SVM
and SOM algorithms. Additionally, the authors proposed an
enhanced history-based IP filtering approach to achieve a
better detection rate and to improve the speed of detecting
attackers’ IP. The performance metrics demonstrated that
the proposed approach is effective and practical in relation
to beating DDoS attacks in the context of an SDN and
NFV environments. However, the proposed approach must be
tested with recent real traffic datasets. Janarthanam et al. [87]
proposed a detection framework that adapts ML techniques to
combat DDoS attacks. The framework involves traffic data
collection, feature extraction, and the classification of the
collected traffic in an effort to distinguish normal users from
attackers. The authors used the adaptive learning method
(ALM) to recognize DDoS attacks. The experimental results
revealed the accuracy of the proposed method to be 97%.
However, the proposed method should be tested with a real
traffic dataset to validate the proposed detection method.
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Diverse use of ML approaches in NFV environments can
appear in Table 5.

D. DDoS DEFENSE SYSTEMS BASED ON ML TECHNIQUES
IN IoT ENVIRONMENTS

The IoT has been the subject of significant research interest
in recent years [88]. It connects a tremendous number of
physical devices (or ‘“‘things™) around the world that are
capable of collecting and sharing data over the Internet [89].
The IoT facilitates people’s daily life by connecting various
objects (e.g., cars, homes, kitchen appliances, etc.) to smart
devices that can receive and send data via wireless networks
without the need for human interaction [90], [91]. The IoT
offers numerous advantages, which is why this technology
has grown rapidly and been widely adopted around the world.
As a result, both the industrial and research domains have
had to make significant changes to adapt to the demands of
IoT-related technology [89]. Yet, despite the attention that
has been paid to the IoT, related security issues remain a
key concern [92]. One major security issue concerning IoT
environments is their vulnerability to DDoS attacks, which
can cause service disruption and so affect the quality of
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service (QoS). Even worse, attackers can exploit security
weaknesses within IoT devices in order to turn them into
zombie machines capable of attacking another target [93].
This subsection discusses the various approaches that make
use of ML techniques in IoT environments to combat DDoS
attacks.

Roopak et al. [94] proposed a deep learning approach for
tackling cyber threats within IoT networks, including DDoS
attacks, and then evaluated the proposed algorithm using a
recent dataset known as CICIDS2017. The authors used four
different learning algorithms for the attack classifications,
namely the 1d-CNN, LSTM, CNN, and LSTM algorithms.
The authors also compared the proposed approach with other
ML algorithms and observed the differences in terms of accu-
racy, precision, and recall. However, the proposed method
is limited to specific types of DDoS attacks, and only one
dataset was used to test the model. To conclude, the authors
set out some open research challenges when using deep
learning within the cyber security domain. Soe et al. [95]
proposed a detection approach that uses ANN for the DDoS
attack classifications in IoT environments. The authors used
a modern public attack dataset (Bot-1oT) to achieve a better
detection rate. As the utilized dataset featured a small amount
of legitimate data and a large amount of attack data, the
authors used the synthetic minority over-sampling technique
(SMOTE) to resolve the data variation issue and develop
a ML detection system in the face of DDoS attacks. The
detection results showed the proposed system to be effec-
tive in terms of defending IoT environments from DDoS
attacks. However, the proposed mechanism is limited to
specific types of DDoS attacks. Ravi et al. [96] proposed
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a novel approach known as learning-driven detection miti-
gation (LEDEM) for the DDoS attack classifications. The
authors used the semi-supervised deep extreme learning
machine (SDELM) approach for the DDoS detection. With
regard to the mitigation stage, the authors provided a novel
mitigation algorithm that falls within the class of approx-
imation algorithms, and they demonstrated it to be a two-
approximation algorithm. The proposed model was tested
in a testbed, and the experimental results demonstrated the
effectiveness of the solution in relation to preventing DDoS
attacks in [oT environments. However, the proposed approach
is limited to UDP flooding attack, and only one dataset
was used to test the model. Roopak et al. [97] proposed an
IDS that made use of feature selection and a deep learning
model for the categorization of DDoS attacks. They used
the jumping gene-adapted NSGA-II algorithm to perform the
feature selection. For the deep learning model, they used
a convolutional neural network (CNN) integrated with long
short-term memory (LSTM). The evaluation results showed
the proposed approach to be effective against DDoS attacks.
Additionally, it exhibited a high accuracy rate when com-
pared with state-of-the-art techniques. However, it would be
interesting to evaluate the proposed approach with more real
traffic datasets.

Li et al. [98] proposed an approach for the classification
of DDoS attacks in IoT environments involving an extreme
learning machine (ELM). The authors used the joint entropy
method at the feature extraction stage. The size of the dataset
used in the experiment ranged from 1000 to 20,000, and
it contained protocols such as the ICMP, UDP, and TCP.
The evaluation results showed that the proposed mechanism

VOLUME 9, 2021



A. Aljuhani: ML Approaches for Combating DDoS Attacks

IEEE Access

Attacker -

®

Zombie

S @

Zombie ’ Zombie

M
>~
J°* e

[

g
=)

»
=

FIGURE 19. DDoS attacks in the context of 10T environments.

performed better than the other approaches mentioned in the
article. However, the authors need to evaluate the proposed
detection method with recent real traffic datasets.

Meidan et al. [99] proposed a novel approach for anomaly
detection known as N-BaloT, which made use of deep
autoencoders in IoT environments. The proposed approach
acted as a fully automated detector, unlike other proposed
approaches. The authors used real traffic data collected from
nine different IoT devices that were infected by botnets.
The experimental evaluation showed the proposed method
to be effective in terms of detecting malicious traffic within
IoT environments. However, no accuracy measurement was
provided in the proposed work for a comparison with other
related work.

Su et al. [100] proposed a lightweight mechanism for the
classification of DDoS attacks using the CNN technique.
The proposed method used an IoT DDoS dataset containing
500 malware samples gathered by IoTPOT. The experimental
results demonstrated the proposed detection method to be
effective with regard to the classification of DDoS attacks
generated by botnets. However, the proposed approach is
limited to specific type of DDoS attacks.

McDermott et al. [101] proposed a detection method that
used a bidirectional long short-term memory-based recur-
rent neural network (BLSTM-RNN) for the classification of
DDoS attacks. Four different attacks were selected from the
Mirai botnet, including the UDP flood, ACK flood, SYN
flood, and DNS flood. The evaluation results showed that
the implemented detection method exhibited a high accuracy
rate in the face of botnet malware attacks. However, no
TPR and FPR measurements were provided in the proposed
work for a comparison with other related work. Doshi et al.
[162] proposed an anomaly detection pipeline consisting of
four major categories: traffic network capture, grouping of
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packets by device and time, feature extraction, and binary
classification. The IoT detection pipeline captures the net-
work packets after collecting the network traffic. It then
splits the packets by device, before generating feature vectors
based on the packets for the classification algorithm. The
proposed approach relies on five different ML algorithms,
all of which were found to provide higher accuracy (greater
than 0.99). The proposed approach gave rise to higher per-
formance results when compared with the results of related
studies mentioned in the article. However, the proposed work
used a synthetic dataset, which affected the quality of the
performance. Parra et al. [129] proposed a novel distributed
deep learning approach to detect attacks in IoT environments.
The proposed approach is composed of two main security
methods: 1) a DCNN for identifying phishing and App-DDoS
attacks 2) the LSTM model deployed at back-end servers for
detecting botnet attacks. To train and test the proposed model,
the authors used the N_BaloT dataset for IoT attack detection.
The evaluation results showed that the proposed mechanism
achieved higher detection accuracy and a higher F-1 score.
However, the comparison of the different proposed methods
did not use the same datasets. Ma et al. [130] proposed a
deep learning framework for DDoS attack detection in the
context of the IoT. The detection method employed a CNN
for data classification. In the training and testing phase, the
authors used the benchmark NSL-KDD datasets to perform
the experiment and evaluate the proposed detection approach.
The proposed detection approach was implemented in Ten-
sorFlow, and the experimental results demonstrated the effec-
tiveness of the solution in relation to preventing DDoS
attacks in IoT environments. In future work, the authors
intend to improve the detection performance results. Various
use of ML approaches in IoT environments can appear in
Table 6.
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TABLE 6. Comparison of DDoS defense system based on ML approaches in loT environments.

ML techniques

Best accuracy, precision,

Reference Types of DDoS attacks used Dataset Evaluation metrics TPR, and FPR
[94] Network DDoS attacks CNN, LSTM, CICIDS2017 Accuracy, precision, and Accuracy: 97.16
CNN+LSTM recall Precision: 98.44
TPR: 9.20
FPR: not available
[95] Network DDoS attacks ANN Bot-IoT Detection response time, Accuracy: 100
throughput, and detection Precision: not available
time TPR: 1.0
FPR: 0.0
[96] UDP flooding attacks Semi supervised UNB-ISCX Network accuracy, Accuracy: 97.9
deep extreme precision of DDoS detection  Precision: 98.1
learning machine (PoD), recall of DDoS TPR: 98.2
(SDELM) detection (RoD), precision FPR: not available
of benign detection (PoB),
recall of benign detection
(RoB), and F-measure
[97] Network DDoS attacks CNN and LSTM CISIDS2017 Accuracy rate, recall, Accuracy: 99.03
precision, and F1-score Precision :99.26
TPR: 99.35
FPR: not available
[98] ICMP, UDP, and TCP ELM Synthetic dataset Accuracy rate and training Accuracy: 99.4
time with different hidden Precision: not available
layers TPR: not available
FPR: 0.020
[99] UDP, SYN, TCP Deep autoencoder Detection_of IoT_bo  TPR and FPR Accuracy: not available
tnet_attacks N_Balo Precision: not available
T dataset TPR: 100.0
FPR: 0.007 + 0.01
[100] Network DDoS attacks CNN IoT DDoS malware Accuracy, confusion matrix ~ Accuracy: 94.0
dataset for 2-class classification, Precision: not available
confusion matrix for 3-class ~ TPR: 94.67
classification FPR: 6.67
[101] UDP flood, ACK flood, BLSTM-RNN Synthetic dataset Accuracy and loss metrics Accuracy: 99.99
SYN flood, and DNS flood. Precision: not available
TPR: not available
FPR: not available
[162] TCP SYN flood, UDP K-nearest Synthetic dataset Accuracy rate, precision, Accuracy: 99.9
flood, and HTTP GET flood  neighbors, random recall, f-measure, attack Precision: 99.9
forests, decision distribution, average TPR: 99.8
trees, SVM, and bandwidth, packet intervals, ~ FPR: not available
deep neural and number of unique IP
networks destinations
[129] Application layer DDoS CNN N_BaloT dataset Accuracy rate, precision, Accuracy: 0.9430
attack recall, TPR, TNR, FPR, and  Precision: 0.9348
FNR TPR: 0.9367
FPR: 0.0520
[130] TCP, UDP, and ICMP CNN NSL-KDD dataset Accuracy rate, detection Accuracy: 92.99

rate, false alarm, and run
time

Precision: not available
TPR: not available
FPR: 0.70

IX. DDoS ATTACK MITIGATION TECHNIQUES

Many different mitigation techniques have been proposed
with regard to DDoS attack mitigation in modern networking
environments. This section discusses mitigation strategies
that have been employed to eliminate and prevent DDoS
attacks in a diverse range of modern networking environ-

ments.
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Dropping packets of identified attack traffic as a mitiga-

tion technique has been employed in modern networking
environments such as an SDN [133]- [135]. It is a very
quick and simple approach to prevent an attack source from
disrupting services. However, this technique may also drop
legitimate traffic and prevent normal users from accessing

the services. Another mitigation method is blocking the
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FIGURE 20. Summary of DDoS threats with the used learning approaches and datasets in loT environments.

attacker’s ports [136] so that no further traffic can proceed.
In this case, the malicious traffic from the attacker source
is not able to access the distention host; however, this may
result in blocking the legitimate traffic port if it is mistakenly
reported as an attacker source. Another known mitigation
technique is redirection in which legitimate clients are redi-
rected into a new IP address [137], so the attacker has no
clue about the new IP address and cannot generate DDoS
attacks directly at it. The critical part of this technique is
that it is hard to distinguish attack traffic from the traffic
of normal users, to correctly redirect normal clients to the
new IP address and avoid wrongly redirecting attack traffic
to the new IP address. Another mitigation strategy is the IP
traceback method [138], [139], in which the defense system
traces the attack traffic back to the source that originated the
malicious traffic. Honeypot is another mitigation strategy that
has been deployed in modern networking environments in
which the honeypot entity acts as a real server, aiming to
collect, extract, and analyze suspicious activities to identify
attack patterns. Although a honeypot provides great security
features, it has limitations, such as system capacity, time
consumption for deployment, and high maintenance cost.
Rate limiting is another approach that has been employed in
previous works [140], [141] in which a technique forces a rate
limit on the traffic detected as malicious packets via the detec-
tion approach. This approach is a useful mitigation strategy
when it is hard to identify attack traffic with the detection
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method, which decreases the false positive rate. Signature
filtering is another prevention technique in which a defense
strategy filters out known attack traffic that was reported by
the detection mechanism. However, this technique is limited
to known attack patterns, as it works based on a predefined
attack signature, a filtering method that is not practical with
malicious traffic that includes zero-day attacks.

Some mitigation strategies take advantage of NFV and
SDN environments in preventing DDoS attacks. Although an
SDN provides central control in which the controller main-
tains and manages the global network view, NFV promises
flexibility to its virtualized security functions (VSFs) such
as IDs or a firewall. NFV also has the ability to adapt new
rules dynamically, or even to create a new security func-
tion on demand and remove it after a security function has
completed its purpose, aiming to accelerate deployment and
provisioning of network security services. Another great fea-
ture provided by NFV is scalability when a new instance
must be added to the existing VSF (scaling out) or one or
more instances removed from the existing VSF (scaling in).
Additionally, NFV supports scale up or down when resources
(e.g., CPU/memory) must be added or removed from the
existing VSF. Scaling a network function in/out (horizontal)
or up/down (vertical) can be done through the NFV orches-
trator (NFVO). With these advantages, many works have
proposed DDoS mitigation approaches with the help of SDN
and NFV features [142]- [145].
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TABLE 7. DDoS attack mitigation techniques.

Mitigation techniques

Description

Dropping Packets
Blocking ports
Redirection

IP Traceback
Honeypot

Rate Limiting

Signature Filtering

Dropping attack’s packets and transmitting legitimate users based on the defined rules
The malicious traffic from the attacker’s port is entirely blocked

The normal traffic will be redirected to the new IP address

Tracing the attacks traffic back to the source that originates malicious traffic

Aim to collect and analyze suspicious activities to identify attacks pattern

Limiting the rate transmission during the incident

Filtering the network traffic based on the known attack signatures

X. DISCUSSION AND RESEARCH CHALLENGES

After a review was conducted and a broad analysis of the
potential uses of ML to combat DDoS attacks was provided,
further improvements are needed to design and develop a
solid mitigation method based on ML techniques. As machine
learning methods depend on the training phase to learn from
the given dataset and establish the learning profile to dis-
tinguish patterns, many works reviewed in this article used
a synthetic dataset (not a real dataset) which affected the
level of accuracy. Another observation is the lack of new real
datasets to allow researchers to evaluate their methods and
compare the results with other works. Most of the current real
datasets either are old (and thus, are not suitable for mitigating
recent DDoS attacks) or do not include enough data patterns
to learn from the most common attack features during the
training phase which affects the training quality. In addition,
even if areal dataset exists, it cannot be shared with the public
due to privacy issues. As this review used ML methods to
combat DDoS attacks in modern networking environments,
the experimental evaluation should consider other factors to
measure that are related to this environment, not only the
accuracy level. Some modern networking technologies ben-
efit from features such as automation and scaling resources
to build a complete defense system with the integration of
ML detection. This system’s robustness related to such an
environment should be investigated.

Although some works showed promising results in detect-
ing attacks, validating the approaches in a large-scale network
is highly recommended.

As attackers are capable of developing new techniques
and trying harder to perform successful DDoS attacks, many
works aimed to mitigate limited types of such attacks which
make the approaches vulnerable to other types of DDoS
attacks. In addition, some works did not consider advanced
attacker techniques within the type of attack the works tried
to solve. For example, attacks now make use of botnets, a
large group of compromised devices mimicking normal users,
which make the defense systems struggle in detecting this
sophisticated technique.

As another observation regarding the experimental eval-
uation, many works used tools to simulate an attacker and
normal user behavior, while an effective DDoS attack in
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a real-world scenario uses a large group of real infected
machine ‘“zombies” to perform destructive DDoS attacks.
This approach should test the effectiveness and robustness of
a defense system in a real environment to validate the sys-
tem’s robustness. There are some research challenges while
developing an effective and practical defense system using
ML approaches.

A. DATASET

As it is very difficult to identify a suitable dataset for a spe-
cific type of DDoS attack, most researchers either use existing
datasets or create their own dataset. The major limitation of
using an existing dataset that it is very old and so not applica-
ble for testing a system’s robustness [102], [103]. It is known
that attacks such as DDoS attacks adapt advanced techniques
and become more sophisticated in order to circumvent any
security measures, which means that it is not good practice to
rely on results based on old datasets. Even if researchers use
a synthetic dataset, it is difficult to mimic a real dataset, that
is, to reflect attacks that have already occurred and caused
damaged to a victim. Another issue related to the dataset is
privacy, as organizations that have experienced DDoS attacks
in the past are unlikely to share the relevant information and
log files with the public.

B. FEATURE SELECTION

Choosing the most suitable features is crucial in relation to
identifying the behavior of attacks. The selected features are
trained and tested using ML techniques so that they can effec-
tively predict attacks. Identifying a method that determines
the optimal selected features from among the many other
features represents another challenge facing researchers [9].

C. FLASH CROWD

A flash crowd may form when numerous normal clients try
to simultaneously access web services [104], [105]. Thus,
a flash crowd typically occurs during special events taking
place within a specific time frame. In such a situation, service
providers encounter a heavy load due to many legitimate
clients attempting to access a webserver at the same time.
Many defense systems have developed different detection
approaches, but some failed to identify DDoS attacks from
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normal flash crowd event. A detection model should be capa-
ble of distinguishing a flash crowd from a DDoS attack in
order to avoid blocking legitimate clients or allowing attack-
ers to overwhelm a webserver during such an event.

D. LIGHTWEIGHT DEFENSE SYSTEMS

DDoS attacks have become more advanced and so more
difficult to mitigate in recent years. A lightweight defense
system would help to reduce a system’s overhead and to
increase its detection speed, which should result in attacks
being effectively and very quickly eliminated. Although some
ML methods work effectively to mitigate DDoS attacks,
the complexity level increases the system’s overhead which
affects the performance of detecting and mitigating such an
attack.

E. EARLY DETECTION

Many detection methods only begin investigating DDoS
attacks after they have already taken place and caused
damage to the system. A mechanism capable of detecting
DDoS attacks at an early stage and preventing attackers
from accessing services is a crucial part of any defense sys-
tem. Some modern networking technologies such as SDN
and NFV provide on demand instantiating network func-
tion and resource allocation. Such thing can help to develop
an automated mechanism to trigger system’s resources
and observe anomalies or unusual behavior at an early
stage.

F. ATTACKERS MIMICKING NORMAL USERS BY USING A
BOTNET

The need to mitigate a botnet should be considered when
developing and implementing any detection approach. A
DDoS attack in the form of a botnet is able to deceive the
security measures of any defense system due to its ability
to mimic a normal user’s behavior, which makes it very
difficult to detect and eliminate. Further, when an attacker
attempts to send malicious requests from a huge group of
botnets, the requests appear similar to normal user behavior,
with their identical features making them difficult to discover.
Moreover, when an attacker knows the threshold of a given
detection model and starts launching DDoS attacks using a
botnet below that threshold, the defense system will not detect
the attack and will instead consider the requests to come
from normal users. Even worse, botnet attacks that are not
discovered sufficiently early may force service providers to
increase the system’s resources in an effort to meet client
demands, which would be a poor decision because some of
the requests are coming from malicious sources.

G. SLOW-RATE DDoS ATTACK DETECTION

A slow-rate attack is one type of DDoS attack in which
the attacker generates traffic in slow mode toward the vic-
tim’s webserver; making the traffic resemble legitimate users.
Because of the nature of this type of attack, it is very difficult
to distinguish whether the traffic is normal or an attack [146].
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The slow-rate DDoS attack is able to circumvent webserver
security measures and bypass the victim host’s mitigation
strategies. Even worse are slow-rate DDoS attacks generated
by botnets, which cause a tremendous impact on the victim
side and make the webserver unreachable for its clients within
a short period of time.

H. DISTRIBUTED PROCESSING OF DDoS ATTACKS USING
HADOOP AND SPARK

Hadoop is open source Apache software that imple-
ments different modules, including distributed file system,
MapReduce, Hadoop common, and YARN. Hadoop has the
ability to store and process a large amount of data in a parallel,
reliable, and fault-tolerant manner. Although Hadoop pro-
vides great features in mitigating DDoS attacks [147]- [150],
some challenges have been raised, such as the detection
performance is affected when the process is distributed into
different cluster nodes which increases the cluster size [147].
Another challenge is that a small log file cannot track a large
number of attackers. In addition, the live capturing stage in
Hadoop consumes a large amount of time during the detection
phase [149], which affects the overall mitigation time.

Spark is another open source distributed engine system,
which aims to deal with big data [151]. Spark distributes data
into a cluster in parallel and works fast in processing data as
it operates on memory rather than disk drives. Spark provides
a small processing delay in contrast to Hadoop, and it is
faster than Hadoop MapReduce [152]. Several related works
employed the Spark framework to mitigate DDoS attacks
[123], [152]- [155]; however, Spark does not support file
management systems, which raises the need to integrate with
other platforms. Another challenge is that memory becomes a
bottleneck when dealing with a large amount of data. Keeping
the data in memory is very expensive, and additional memory
resources are required when a massive amount of data must
be processed in computation [156].

I. AUTOMATION

Automation is a very important feature when it comes to
mitigating DDoS attacks without any involvement from the
administrator. A defense system designer should implement
an automated mitigation model that can identify and block
attacks without the need for involvement on the part of the
administration. A modern technology such as NFV is able
to provide the automation feature [106], which should help
developers to implement an automated online defense system.
A detailed report concerning the attack details is automati-
cally generated so that the administrator can make necessary
changes or update the system’s security measures to be more
robust in the face of attacks.

J. STANDARD METRICS PERFORMANCE

As this paper reviewed many prior works and reported on
the different utilized evaluation metrics, there is no standard
metric available that can be used to contrast with other related
works. Such a standard evaluation metric would help to
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improve the research outcomes and also facilitate the per-
formance of comparisons with related works. We believe
that each environment should have a standard metric capable
of evaluating the system’s entire features in the context of
DDoS detection and mitigation. Some network environments
including NFV, employ the concept of virtualization which
decuples the underlying computer infrastructure from dedi-
cated hardware and deploy them as virtual network functions
running on high-volume servers (x86 server) as software.
The nature of virtualized environments differs from tradi-
tional networking environments. Such performance metrics
should take this into account and evaluate the entire system’s
robustness in the face of DDoS attacks. Fig. 21 presents the
challenges of DDoS detections based on ML approaches.

XI. CONCLUSION

DDoS attacks have become much more difficult to miti-
gate in recent years, as attackers have found new ways of
adapting modern technologies in order to circumvent secu-
rity measures. Thus, although researchers have proposed a
number of different mitigation approaches, DDoS attacks
continue to pose a major threat to service providers. This
paper elucidated the available DDoS mitigation approaches
based on ML/DL techniques in a diverse range of modern
networking environments. Additionally, this paper discussed
the different classifications of DDoS attacks and ML/DL
techniques. As virtualized environments are growing rapidly
and becoming much more widely used due to the significant
advantages they offer when compared with traditional envi-
ronments, this paper also discussed DDoS attack mitigation
based on ML/DL techniques in the context of cloud com-
puting, SDN, and NFV environments. Moreover, this paper
discussed DDoS attacks in IoT environments and detailed
the different ML/DL approaches that have been adapted as
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security solutions for attack mitigation. Finally, this paper
explored some of the challenges currently facing this field of
research and outlined important considerations with regard
to the design of effective and practical defense systems for
combating DDoS attacks.
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