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ABSTRACT In the modeling process of fault warning models, modeling data plays an important role,
the quality of which affects the performance of the model. The manual selection of modeling data according
to fault records is time-consuming and makes it difficult to guarantee the high quality of the data because of
inconsistencies, errors, and losses of records in the fault log file. For this reason, the present study proposes
a framework of abnormal data processing based on an unsupervised serialization ensemble algorithm, which
considers the high dimensional characteristics of operational data and the relationship between known low
dimensional variables. Meanwhile, the influence of modeling data using different data processing methods
on fault prediction performance is studied. The improved stacked autoencoder (I-SAE) based on the idea
of partial data reconstruction is proposed to learn the high dimensional characteristics of operational data,
which can enhance the separability of normal and abnormal operational data. The improved density-based
spatial clustering of applications with noise (DBSCAN) clustering algorithm based on the density ratio is
developed to handle sparse abnormal data with data imbalance characteristics. Finally, the case analysis
results demonstrate that the abnormal data processing model proposed in this article has better performance
than other methods, and the performance of the fault prediction model can be effectively enhanced by
improving the quality of modeling data.

INDEX TERMS Density ratio, early warning, serialization ensemble, stacked autoencoder.

I. INTRODUCTION
In recent years, with the deterioration of the environment
via pollution and the depletion of traditional energy, clean
and renewable wind energy has attracted worldwide atten-
tion and developed rapidly. However, wind turbines are gen-
erally installed in remote areas (such as mountains, seas,
and plateaus), where they operate in harsh weather environ-
ments for a long time [1]. These harsh operating environ-
ments induce frequent malfunctions of wind turbines, which
increases unscheduled downtime and repair costs. Hence,
to reduce repair costs and improve the reliability of wind
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turbines, the development of fault diagnosis technology has
aroused great interest in the wind energy industry in recent
years.

Most approaches on the fault diagnosis and condition mon-
itoring of wind turbines have been reported, which can be
divided into model-based, knowledge-based, and data-driven
methods [2], [3]. Depending on an accurate mathematical
model, model-based techniques can be an effective fault
diagnosis method, such as observer-based techniques [4],
Kalman filter and estimators [5], and particle filter [6]. How-
ever, obtaining an accurate model is challenging in practice
because of the complexity of the wind turbine system [7].
Knowledge-based techniques, including signal processing [8]
(such as vibration signal, strain measurement, and acoustic
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FIGURE 1. The general framework of wind turbine condition monitoring.

emission) and fuzzy logic methods [9], rely on deep expert
knowledge. However, the difficulty of expert knowledge
acquisition and expensive measurement equipment hinder
the application of the knowledge-based method in practice.
Data-driven methods monitor the operation status of wind
turbines by mining the information in the operation data,
which mainly involve machine learning and data mining
methods [10], [11], such as artificial neural network, deep
learning, Gaussian regression, and support vector machine.
Because it does not need complex mathematical models
and profound expert knowledge, data-driven methods have
been developed rapidly in recent years. Supervisory control
and data acquisition (SCADA) data, which contain abun-
dant operational status information, has been widely proved
to be effective in the field of wind turbine fault research
[12], [13]. In the research on imminent fault early warning
using SCADA data, methods based on the normal behavioral
model are the most commonly used modeling methods [14].
Fig. 1 shows the general framework of wind turbine condition
monitoring based on the normal behavioral model. Gener-
ally, the three aspects (modeling data, modeling method,
and threshold setting method) in parts 1, 2, and 3 of Fig. 1
have an impact on the performance of fault early warning
models. At present, most of research is focused on modeling
methods (such as deep belief networks (DBN) [10], stacked
autoencoder (SAE) [15], and convolutional neural networks
(CNN) [16])) and threshold setting methods (adaptive thresh-
old [10], [17], new residual index [18]–[20], and application
of Mahalanobis distance [21], [22]) to improve the perfor-
mance of fault diagnosis and condition monitoring. However,
research on the influence of modeling data for fault predic-
tion performance is rare and needs to be further developed.
Sun et al. [23] analyzed the influence of different training

sample data on the accuracy of wind turbine fault diagnosis,
including current SCADA data, historical SCADA data from
the studied wind turbine, and the current SCADA data from
a similar wind turbine. Therefore, this article studies the
influence of modeling data quality on fault prediction per-
formance, enriches the knowledge system of fault prediction
research.

In normal behavior-based modeling, modeling data plays
an important role, the quality of which directly affects
the performance of fault prediction models [24], [25]. The
SCADA data collected from the wind turbine system contain
many abnormal data, which are the data beyond the pat-
tern of normal status. There are various reasons for abnor-
mal data, including communication facility error, extreme
weather conditions, human interference, and wind turbine
fault. Depended on the intrinsic characteristics, the abnormal
data can be divided into three types: the missing abnor-
mal data, the isolated abnormal data, and the fault abnor-
mal data. The missing abnormal data are usually caused by
communication equipment failure, which are manifested as
the absence of some attributes. The isolated abnormal data
are the data far away from the normal data and are usually
caused by extreme weather conditions, communication noise,
and human factors. They usually appear as sparse data far
away from normal operation data in SCADA data. The fault
abnormal data are usually caused by the degradation and fail-
ure of wind turbine components (such as sensors, generators,
and gearboxes) and wind curtailment. They usually appear
as dense data different from normal operation patterns in
SCADA data. Due to the obvious characteristics of missing
attributes, missing abnormal data can be easily identified.
In this article, isolated abnormal data and fault abnormal data
are the main processing objects. When the abnormal data are
mixed into the training samples, the normal behavior model
can learn not only the expected normal state information but
also the unexpected abnormal state information, which may
lead to the phenomenon of missing an alarm. Therefore, it is
important and necessary to deal with the abnormal data of the
modeling data.

The operational data of wind turbines are typical
multi-variable data that have complex high dimensional
characteristics due to the coupling between wind turbine
subsystems. However, because of the simplicity of exist-
ing modeling data processing methods, including manual
operation based on the log files of fault records [26]–[28]
and simple processing based on prior knowledge (such as
deleting the data of a physical variable beyond a certain
threshold [27], [29], [30]), it is difficult to identify abnormal
data effectively. Moreover, due to the inconsistencies, losses,
and errors of fault records, it is difficult to obtain high-quality
modeling data even by manual data processing according to
log files [31], [32]. Therefore, it is of great significance to
develop an effective unsupervised abnormal data processing
method for modeling data.

It is challenging to handle abnormal data for high
dimensional data, especially using unsupervised methods.
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Generally, the methods for processing high dimensional
abnormal data based on an unsupervised model include the
clustering method in high dimensional space [21], the dimen-
sional reduction fusion clustering method [33], [34], and the
anomaly scoring method based on reconstruction errors. Due
to the influence of the ‘curse of dimensionality’, clustering
directly in high dimensional space provides poor performance
and has a high computational cost [35]. Although dimen-
sional reduction makes clustering operations easier, the lack
of prior knowledge in unsupervised methods leads to the sep-
aration of dimensional reduction and the clustering process,
which makes it difficult to ensure that the features extracted
from dimensional reduction are suitable for anomaly data
detection [36], [37]. The method of abnormal scoring based
on the reconstruction errors depends on the precondition that
the normal data are much more numerous than the abnor-
mal data, which is easy to accomplish in the operation data
of wind turbines. On this basis, prior knowledge based on
the method of abnormal scoring is that the reconstruction
error of the model to the normal data is small by recon-
structing the operational data, whereas the reconstruction
error of the abnormal data is relatively large. Therefore,
this kind of method is suitable for the data processing of
the wind turbine operational data. However, one drawback
of this method is that the abnormal data processing model
has a weak distinction between normal data and abnormal
data, which means that it is easy to cause confusion between
them. In this article, the idea of partial data reconstruction is
introduced to solve this problem. Besides, due to the lack of
prior knowledge of the unsupervised method, it is difficult
to discriminate all abnormal data. According to the charac-
teristics of wind turbine operational data, the relationship
between some low dimensional variables is known, such as
the wind speed-power curve. Based on this, we can consider
some known low dimensional variable relationships as prior
knowledge to further improve the performance of abnormal
data processing.

In this article, we propose an unsupervised abnormal
data identification algorithm to obtain high-quality modeling
data and study the effect of those data for fault predic-
tion performance through relevant cases. The main inno-
vations of this article are as follows: (a) An unsupervised
sequential-ensemble algorithm for wind turbine abnormal
data processing is proposed, which considers both the high
dimensional characteristics of operational data and the known
low dimensional variable relationships. (b) In the process
of abnormal data identification considering the high dimen-
sional characteristics of the operational data, the method
of anomaly scoring based on the reconstruction errors is
introduced as a discriminate criterion for abnormal data. The
improved stacked autoencoder (I-SAE) based on the idea of
partial data reconstruction is proposed to learn the complex
high dimensional characteristics from the operational data
and enhance the separability between normal data and abnor-
mal data. In addition, a multi-model fusion strategy using
voting criteria is introduced to enhance the robustness of

the proposed unsupervised model. (c) Different algorithms
are used for different types of abnormal data in the process
of identification while considering the relationship of low
dimensional variables. The improved density-based spatial
clustering of applications with noise (DBSCAN) clustering
algorithm based on the idea of the density ratio is proposed
to handle sparse abnormal data and solve the problem of poor
clustering performance caused by data imbalance. The Otsu
method based on maximizing the variance between classes
is used to eliminate stacked abnormal data. (d) Through the
model comparison based on different abnormal data pro-
cessing methods, we study the influence of abnormal data
processing methods on the performance of the fault warning
model.

The organizational structure of this article is as fol-
lows: (a) The overall framework of the wind turbine
fault warning model based on abnormal data processing
in this study is provided, and the algorithms involved in
the proposed model are explained in Section 2; (b) the
experimental results of abnormal data processing based on
the proposed model and fault prediction are presented in
Section 3; (c) relevant conclusions and future work are drawn
in Section 4.

FIGURE 2. The overall framework of the wind turbine fault warning
model proposed in this article.

II. OVERALL FRAMEWORK AND RELATED
METHODOLOGY OF THE WIND TURBINE
FAULT WARNING MODEL
In this article, an unsupervised ensemble framework for the
abnormal operational data identification of wind turbines
is proposed, and the influence of modeling data based on
abnormal data processing methods on fault prediction perfor-
mance is studied. Fig. 2 presents the overall framework of the
fault warning model proposed in this article. This framework
consists of two parts: the offline modeling process and the
online monitoring process.
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• offline modeling process.
1) acquisition of modeling data

To improve the quality of the modeling data,
this article focuses on developing an abnormal
data processing model based on an unsupervised
sequential-ensemble algorithm according to the
characteristics of wind turbine operational data.
The abnormal data processing model comprehen-
sively takes into account the high dimensional
characteristics of operational data and prior knowl-
edge based on the known low dimensional variable
relationships.
The wind turbine is in operation between cut-in

wind speed and cut-out wind speed. The data out-
side this range should be filtered out. The cut-in
wind speed and cut-out wind speed of the wind
turbine used in this study are 3 m/s and 25 m/s
respectively, which is determined by the design
of the wind turbine. Besides, due to the frequent
startup and shutdown processes of wind turbines
in low wind speed ranges, the data in the low wind
speed range are different from the normal opera-
tion data. Therefore, to obtain high-quality normal
operation data, the data in the low wind speed
range should be filtered out. To solve this problem,
a lower limit of output power can be set to filter the
data. According to relevant references [23], [30]
and operation experience, the appropriate power
value - 100kW is selected as the lower limit of
output power for 1.5MW wind turbines. Conse-
quently, in the framework of abnormal data pro-
cessing, as shown in Fig. 2, we filter some data
based on this criterion: 3 m/s < VW < 25 m/s and
100 kW < P.

As shown in the first part of the abnormal data
processing in Fig. 2, the I-SAE with enhanced sep-
arability is proposed to learn the high dimensional
characteristics between the operational data, which
can identify abnormal data by modeling the rela-
tionship between high dimensional data. To avoid
the difficulty of setting discriminant parameters
and improve the robustness of themodel, themodel
with different discriminant parameters is used to
process the operational data, and the processing
results are fused by voting criteria.
As shown in the second part of the abnormal data

processing in Fig. 2, the quality of the modeling
data is further improved based on the prior knowl-
edge of the known low dimensional relationships.
We integrated the density ratio into the DBSCAN
clustering algorithm to identify the sparse abnor-
mal data and avoid the erroneous identification
of the original DBSCAN algorithm caused by the
wind speed data imbalance. Faced with stacked
abnormal data, the simple and effective Otsu algo-
rithm based on maximizing the variance between

classes is introduced. Finally, the processed data
are used as training samples of the normal behav-
ioral model.

2) modeling process
The selection of the normal behavioral model

is of great significance to the performance of
fault prediction. As mentioned before, SAE, as a
deep learning model, has strong data-mining abil-
ities. In the proposed framework of fault warning,
the general SAE is used to capture the com-
plex nonlinear relationship between SCADA data.
In the training process of the model, the SCADA
data processed by the proposed abnormal data pro-
cessing model is used as the input of the SAE
model for reconstruction training.

3) threshold setting
After the training of the SAE model, the recon-

struction error calculated by input and recon-
struction output is taken as a monitoring index.
Secondly, to prevent the influence of noise in
SCADA data, a common residual smoothing algo-
rithm, exponentially weighted moving average
(EWMA), is used to deal with reconstruction error.
In the last, the threshold is calculated based on the
mean and variance of the reconstructed error.

• online monitoring process.
After the offline modeling process is completed,

online condition monitoring can be carried out. In the
real-time monitoring process, SCADA data are trans-
mitted to the SAE model trained in the offline process.
Similarly, the reconstruction error of real-time SCADA
data is calculated and processed by EWMA smooth-
ing algorithm. Comparing the reconstruction error with
the threshold value set in the offline modeling process,
the fault alarm information is sent out when the recon-
struction error exceeds the threshold.

A. ABNORMAL DATA PROCESSING CONSIDERING HIGH
DIMENSIONAL CHARACTERISTICS
1) STANDARD AUTOENCODER (AE)
The standard autoencoder (AE) is a three-layer feedforward
neural network with a symmetrical structure, which means
that its input neurons have the same number as its output
neurons. As shown in Fig. 3, the general structure of the
standard AE is composed of two parts: the encoder and the
decoder. In the process of AE training, tied weights, that
is, transposing the relationship between the weight of the
encoder (W ) and the decoder (W T ) is a common technique to
reduce the training parameters by half, accelerate the training,
and reduce the risk of over-fitting. Using nonlinear mapping,
the encoder maps the data onto a latent representation to learn
the high dimensional characteristics of the operational data.
Given the input X = [X1,X2, · · · ,XN ], the hidden layer
feature h extracted by encoding process is shown in (1), where

VOLUME 9, 2021 69047



Q. Zhao et al.: Abnormal Data Processing Method Based on Ensemble Algorithm for Early Warning

FIGURE 3. The general structure of standard AE.

N is the number of training samples:

h = f (WX + b) (1)

where b represents the bias vectors of the encoding processes,
and h represents the hidden layer feature extracted by AE
neural network.

Conversely, the decoder remaps the hidden layer
representation to the original data to achieve the purpose of
unsupervised feature extraction. Equation (2) represents the
reconstruction result of the input data:

X̂ = g(W T h+ c) (2)

where c represents the bias vectors of the decoding processes,
and g(·) and f (·) are the activation functions of the corre-
sponding neurons. X̂ is the reconstructed value of the input
sample.

AE can be regarded as a non-linear feature extraction
model based on unsupervised learning, which means that
there is no need for label participation in the training process.
A combination of encoder and decoder is the training method
used for the unsupervised AE model. Minimizing the loss
function via the back-propagation (BP) algorithm can be used
to train the AE network. The loss function of the SAE neural
network is shown in (3):

argmin
W ,b,c

loss =
1
N

N∑
i=1

‖ Xi − X̂i ‖2 (3)

where Xi and X̂i represent the original training data and
reconstruction values, respectively. And N is the number of
training samples.

2) STACKED AUTOENCODER MODEL (SAE)
With the breakthrough of neural network technology, deep
neural networks have been widely used in many fields
because of their stronger feature extraction abilities. The
structure of SAE formed by stacking multiple standard AEs

FIGURE 4. The general structure of SAE.

is shown in Fig. 4. This structure can learn the deeper high
dimensional characteristics of operational data and extract the
finer features. Unlike standard AE, it is difficult to train SAE
directly using the BP algorithm due to the problem of the
gradient vanishing because of the deep structure. To this end,
using layer-by-layer pretraining to obtain better parameter
initialization can effectively solve the problem of gradient
vanishing. Based on this idea, the training process of SAE is
generally divided into two stages-the pretraining process and
the fine-tuning process. In the pretraining process, multiple
standard AEs of different structures are trained in turn and
spliced into the structure, as shown in Fig. 4, where the output
of the previous AE hidden layer is taken as the input of the
next AE. After pretraining, the whole SAE is fine-tuned using
the BP algorithm.

3) I-SAE MODEL WITH ENHANCED SEPARABILITY
Due to the presence of more normal data than abnormal data,
for SAE, the reconstruction error of normal operational data is
less than that of abnormal data, which is the principle of SAE
for abnormal data processing. To enhance SAE’s abnormal
data identification abilities, according to research in [38],
the idea of partial data reconstruction based on the discrim-
ination process is introduced to improve the separability of
SAE for normal and abnormal wind turbine operational data.
Therefore, combined with the characteristics of operational
data, a discrimination process based on the dynamic threshold
is added before batch training to select some samples as
training data, which has a low reconstruction error. In the
training process of random gradient descent, given a small
batch sample X = [X1,X2, · · · ,XM ], the dynamic threshold
is set in (4):

threshold =
1
M

M∑
i=1

‖ Xi − X̂i ‖2 ∗α (4)

where α is defined as a discriminant parameter and M is the
number of small batches training samples.

Before batch training, a discrimination process is needed
to further screen the training data. First, the reconstruction
error of each sample in the batch is calculated by forward-
ing propagation, and then the samples with reconstruction
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errors greater than the dynamic threshold are used as training
samples.

Besides, to reduce the influence of manually setting the
discriminant parameter α, an ensemble of different parameter
setting models based on voting criteria is proposed, which
increases the robustness and reliability of the unsupervised
algorithm. As shown in Algorithm 1, the implementation
of abnormal data processing considering high dimensional
characteristics is as follows.

Algorithm 1 I-SAE With Enhanced Separability
Input: Filtered (based on 3 m/s < VW < 25 m/s and

100 kW < P) and standardized SCADA data: X =
[X1,X2, · · · ,XN ], N is the number of the samples; Dis-
criminant parameter sets υ = {1.2, 1.25, 1.3, 1.35, 1.4};
Learning rate µ; Batch size η; Pre-training epochs ξp;
Fine-tuning epochs ξf ; Structure of the model and the
number of layer β.

Output: Abnormal data processing results considering the
high dimensional characteristics

1: for m = 1 to 5 do
2: set α = υ[m].
3: Model initialization: Initialization of weights and

bias.
4: Model pre-training:
5: for i = 1 to β do
6: for j = 1 to ξp do
7: for k = 1 to N/η do
8: Training the standard autoencoder of each hid-

den layer in turn.
9: end for
10: end for
11: end for
12: Model fine-tuning:
13: for i = 1 to ξf do
14: forj = 1 to N/η do
15: Calculate the average value (Emean) of the recon-

struction error of the batch.
16: Choose the samples whose reconstruction error

is less than Emean ∗ α as training samples.
17: Training model based on gradient descent

method.
18: end for
19: end for
20: All samples are predicted by the trained model. And

calculate the reconstruction error (EXi ) of each sample
and the mean value (Emean) of reconstruction error of
all samples.

21: If EXi > Emean ∗ α, Xi is defined as abnormal data in
model m.

22: end for
23: Voting criteria:
24: If a sample appears two times in the abnormal results

of five models, the sample is marked as abnormal data.

FIGURE 5. The distribution of abnormal data in the VW − P scatters.

B. ABNORMAL DATA PROCESSING CONSIDERING THE
RELATIONSHIP OF LOW DIMENSIONAL VARIABLES
Although SAE can learn the high dimensional characteristics
of operational data and identify abnormal data, it remains
difficult to identify all abnormal data accurately due to a lack
of prior knowledge. To further improve the performance of
abnormal data processing, we eliminate abnormal data based
on known low dimensional variable relationships. Generally,
there are two kinds of common abnormal data types in low
dimensional data relationships: sparse abnormal data and
stacked abnormal data. As shown in Fig. 5, sparse abnormal
data are randomly distributed around the normal data, which
are usually caused by sensor failures, communication noise,
and some uncontrollable factors. Because of the distribution
characteristics of sparse abnormal data, it is suitable to use the
density clustering method for processing. Stacked abnormal
data are usually caused by wind turbine failure, wind cur-
tailment commands, and communication failures [39]. It is
difficult to handle stacked abnormal data by using the density
clustering method. Therefore, in this study, the Otus algo-
rithm is considered to distinguish the normal cluster from the
abnormal cluster. In addition, according to expert knowledge,
the gearbox oil temperature and gearbox shaft temperature
are limited to 75◦C and 80◦C, respectively [12].

1) DBSCAN BASED ON DENSITY RATIO
DBSCAN is a common clustering algorithm based on den-
sity, which can distinguish the sparse data from the dense
data [40]. For the traditional DBSCAN algorithm, the clus-
tering performance is better when the density of the normal
data and abnormal data are significantly different. However,
the operational data of wind turbines show unbalanced char-
acteristics because the data for high wind speeds are far less
common than those for low wind speeds. As shown in Fig. 5,
the marked sparse normal data have the same density as the
sparse abnormal data, whichwill cause the sparse normal data
to be deleted by mistake using the traditional DBSCAN algo-
rithm. To eliminate the impact of the wind speed imbalance
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on reducing the performance of the clustering algorithm,
inspired by the research in [41], the algorithm based on the
density ratio is proposed to handle sparse abnormal data.
To describe the algorithm based on the density ratio, the fol-
lowing definitions are given. Consider the following sample
data set: D = [X1,X2, · · · ,XN ].
Definition 1 (ε−Neighborhood): The ε−neighborhood

of data point Xi is defined as Nε(Xi) = {Xj ∈ D |

distance(Xi,Xj) ≤ ε}, where the distance(·) is usually
European distance.
Definition 2 (Density Ratio):Define the ε1−neighborhood

of data point Xi on the wind speed attribute as Nε1 (Xi_VW ) =
{Xj ∈ D | abs(Xi_VW ,Xj_VW ) ≤ ε1}, where abs(·) is the
absolute value function, and Xi_VW is the projection of Xi on
the wind speed attribute. The density ratio of data point Xi is
defined as

ρXi =
Nε(Xi)

Nε1 (Xi_VW )
. (5)

Definition 3 (Core Object): If the ρXi of data point Xi is
greater than ρ, then Xi is called the core object.
Definition 4 (Directly Density-Reachable): When Xj is in

the ε−neighborhood of Xi and Xi is the core object, then
the data point Xj is directly density-reachable from the core
object Xi.
Definition 5 (Density-Reachable): If there is a sample

dataset {P1,P2, · · · ,PT } that satisfies P1 = Xi, PT = Xj,
andPt+1 is directly density-reachable from data pointPt , then
data point Xj is density-reachable from data point Xi.
Definition 6 (Density-Connected): If there is a core object

Xk that satisfies both Xi and Xj are density-reachable from
data point Xk , then Xi and Xj density are density-connected.
As shown in the above definition, compared with the tra-

ditional DBSCAN algorithm, the improved DBSCAN algo-
rithm defines the core object by its density ratio. In the
definition of the density ratio shown in (5), the performance
of abnormal data processing is improved by considering
the unbalanced characteristics of wind speed. The clustering
process of the DBSCAN algorithm based on the density
ratio is the same as that of the traditional DBSCAN algo-
rithm, which is used to find the sample set with the max-
imum density-connected value. The detailed process of the
DBSCAN algorithm based on the density ratio is shown in
Algorithm 2.

2) OTSU ALGORITHM BASED ON WIND SPEED PARTITIONS
The Otsu algorithm is a common image threshold segmen-
tation technology based on variance [42]. As shown in (6),
the optimal threshold Xk can be found to segment two types
of data with different distributions by maximizing σ :

σ = (
1
k

k∑
i=1

Xi −
1

N − k

N∑
i=k+1

Xi)2 (6)

where σ represents the variance between classes and k is the
dividing point of different classes.

Algorithm 2 Abnormal Data Processing Considering the
Relationship of Low Dimensional Variables
Input: SCADA data after processing based on I-SAE with

enhanced separability
Output: SCADA data processed by abnormal data
1: DBSCAN algorithm based on density ratio:
2: Definition: Let the data class id =

{−1, 0, 1, 2, 3, · · · }, where the −1 represents
unclassified, 0 represents the noise class, and
{1, 2, 3, · · · } represents different class of data
clusters. The dataset of the corresponding class is
{class(−1), class(0), class(1), · · · }.

3: Initialization: set ε, ρ, id = 1, class(id) = φ, adding
all data to class(−1). Here φ is empty set.

4: while class(−1) 6= φ do
5: Select a datum Xi as the current datum to be pro-

cessed in class(−1).
6: while true do
7: if Xi is the core point then
8: RemoveXi from class(−1) and add it to class(id).

9: Add all points in ε− neighborhood of Xi to
auxiliary dataset C .

10: else
11: Remove Xi from class(−1) and add it to class(0).

12: end if
13: if class(−1) = φ or C = φ then
14: break
15: else
16: Select a datum Xi as the current datum to be pro-

cessed in C .
17: end if
18: end while
19: id = id + 1, class(id) = φ.
20: end while
21: return the class with the largest number of datasets.
22: Otsu algorithm based on wind speed partition (Take

VW − P as an example):
23: for i=3:18:0.6 do
24: Get data of i < VW < i + 0.6 and make P =

sorted(data[windpower]).
25: through max σ = ( 1k

∑k
i=1 Pi −

1
N−k

∑N
i=k+1 Pi)

2,
find PK .

26: if abs( 1K
∑K

i=1 Pi −
1

N−K

∑N
i=K+1 Pi) > 300kW

then
27: Mark Pi as abnormal data, where Pi is less than PK .

28: end if
29: end for

As shown in Fig. 5, taking the 9-9.6m/s interval of theVW−
P scatters as an example, it can be seen that the normal data
and the stacked abnormal data have different distributions.
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Therefore, the method of maximizing the variance between
classes can effectively distinguish the stacked abnormal data
from the normal data. The process of stacked abnormal data
processing based onmaximizing the variance between classes
is shown in Algorithm 2.

C. ESTABLISHMENT OF THE WIND TURBINE FAULT
WARNING MODEL AND THRESHOLD SETTING
As mentioned before, the stacked autoencoder is used as the
fault warning model, with an autoencoder in each layer and
the value of the hidden layer as input to the next layer to
learn the inherent characteristics of the normal operational
data. It should be noted that in the process of establishing
the normal behavioral model, general SAE is used instead
of I-SAE with enhanced separability because the original
SCADA data were processed with abnormal data.

1) SMOOTHING PROCESS OF THE RECONSTRUCTION
ERRORS
Due to the noise influence of SCADA data and the uncertain
factors in the modeling process, the prediction residual often
has a large peak value, which may cause a false alarm.
Therefore, a common data smoothing algorithm, EWMA,
is adopted in this article. Equation (7) is the statistical variable
Zt of the EWMA algorithm:

Zt = λEt + (1− λ)Zt−1 (7)

Et = ‖ Xt − X̂t ‖2 . (8)

where λ is the smoothing coefficient. Et represents the orig-
inal reconstruction error at time t . Xi and X̂i represent the
original training data and reconstruction values, respectively.

2) THRESHOLD SETTING PROCESS
Equation (9) and (10) provide the mean value and variance
expression of the statistical variable Zt and the setting of
the corresponding control line, respectively. In the process of
real-time fault early warning, when the statistical variable Zt
is greater than the control lineUCL(t), the system is currently
in an abnormal operational status.

µZt = µEt , σZt =
σ 2
Et

n
λ

2− λ
[1− (1− λ)2t ] (9)

UCL(t) = µZt + LσZt = µEt + LσEt

√
λ[1− (1− λ)2t ]

(2− λ)n
(10)

where µ(·) and σ(·) represent the mean and variance of the
corresponding variables, respectively. L is the control line
parameter, and n is the number of samples.

III. CASE STUDY AND CONTRAST ANALYSIS
A. DATA DESCRIPTION
To verify the effectiveness of the proposed abnormal data pro-
cessing model and fault warning model, the SCADA data at
10 min intervals from 1 February 2014 to 12 June 2014 were

TABLE 1. Description of the adopted variables related to the operational
status of the wind turbine.

collected from a wind farm in the Shandong Province of
China. This wind farm contains 33 wind turbines of the
same type with a rated capacity of 1.5 MW, all of which
are equipped with a SCADA system. Generally, the SCADA
system is equipped with many sensors (such as temperature,
power, current, and wind speed), which are distributed in sub-
systems tomonitor the operational status of the wind turbines.
Therefore, SCADA data provide massive information on the
health status of wind turbines. Table 1 shows the 15 variables
used in this study and their corresponding descriptions.

B. ABNORMAL DATA PROCESSING
1) PRELIMINARY DATA PROCESSING
As mentioned before, to avoid the influence of the random
characteristics of low wind speed data on the modeling,
the SCADA data are preprocessed based on this criterion:
3 m/s < VW < 25 m/s and 100 kW < P. The relationship
between wind speed and wind power after preprocessing of
the three wind turbines is shown in Fig. 6. It can be seen
from the wind speed and wind power relationship diagram
that there are many abnormal data among the wind turbine’s
operational data, which will distort the normal relationships
between the SCADA variables in the established model. For
this reason, we developed an unsupervised ensemble algo-
rithm to handle abnormal data.

2) ABNORMAL DATA PROCESSING CONSIDERING HIGH
DIMENSIONAL CHARACTERISTICS
Due to the coupling between the subsystems of the wind
turbine, the SCADA data essentially have high dimen-
sional characteristics. Therefore, the relationships between
the SCADA variables should be considered when modeling
to analyze abnormal data. In this article, an I-SAE with
enhanced separability is proposed to model SCADA data.
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FIGURE 6. The pretreatment results based on 3 m/s < VW < 25 m/s and 100 kW < P from (a) wind turbine #1, (b) wind turbine #2, and (c) wind
turbine #3.

TABLE 2. Hyperparameters settings related to the proposed model.

The relevant parameters of the model are shown in Table 2.
Fig. 7 shows the abnormal data processing results of wind
turbine #1 based on the I-SAE model with enhanced sep-
arability. In addition, to demonstrate the superiority of the
proposed model, SAE without enhanced separability is used
as the comparison model in this study, and the results are
shown in Fig. 8.
Based on the results of Fig. 7, the I-SAE model with

enhanced separability can identify the vast majority of abnor-
mal data. For example, in Fig. 7(a)-(c), the sparse and
stacked abnormal data far from the normal cluster are iden-
tified. In Fig. 7(d)-(e), abnormal high-temperature data and
low-temperature data are also identified. It can be seen from
Fig. 8 that many abnormal data in the SAE model without
enhanced separability were not identified, such as the marked
areas in Fig. 8(a)-(e). From a comparison between Fig. 7 and
Fig. 8, the proposed I-SAE with enhanced separability shows
better performance in wind turbine abnormal data processing.
This is because the selection process of training data is added
to the training process of the SAE neural network in the I-SAE
model. By constantly updating and selecting samples with

small reconstruction error as training data, the I-SAEmodel is
more in line with the normal operational data characteristics.
Thus, the performance of abnormal data processing has been
greatly improved. However, although this method can effec-
tively identify a large number of abnormal data, a few abnor-
mal data remained unidentified, such as the marked areas in
Fig. 7(a)-(c). Therefore, this study considers the relationship
of the known variables as prior knowledge to further improve
the performance of abnormal data processing.

3) ABNORMAL DATA PROCESSING CONSIDERING THE
RELATIONSHIP OF LOW DIMENSIONAL VARIABLES
For sparse abnormal data, the improved DBSCAN algorithm
based on the density ratio is proposed to solve the problem of
wind speed imbalance. According to prior knowledge, VW −
P, VW − VG, and VR − P are considered as two-dimensional
variable research objects. Among them, VW −P and VW −VG
use the improved DBSCAN algorithm based on the density
ratio proposed in this article, and VR − P uses the stan-
dard DBSCAN algorithm based on density to process. The
model-related parameter settings are shown in Table 2.
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FIGURE 7. The result of abnormal data processing based on I-SAE with enhanced separability for wind turbine #1 (a) VW − P , (b) VR − P ,
(c) VW − VG, (d) VW − TG1, (e) VW − TO, and (f) VW − VG − P .

FIGURE 8. The result of abnormal data processing based on SAE with without enhanced separability for wind turbine #1 (a) VW − P , (b) VR − P ,
(c) VW − VG, (d) VW − TG1, (e) VW − TO, and (f) VW − VG − P .

Fig. 9 shows the results of DBSCAN based on density and
those of DBSCAN based on the density ratio of the original
data and the data processed by considering the characteristics
of the high dimensional data. As can be seen from Fig. 9,
the DBSCAN algorithm based on density causes data mis-
judgment. Some normal data are identified as abnormal data
due to the imbalanced characteristics of wind speed, such as

the marked areas in Fig. 9(b) and Fig. 9(d). Conversely, it can
be seen from Fig. 9(a) and Fig. 9(c) that the method based
on the density ratio can effectively solve this problem. In the
improved DBSCAN algorithm, the concept of density ratio
is introduced to solve the problem of wind speed imbalance.
The density ratio based on wind speed data can make the
difference between the density ratio of the normal sparse data
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FIGURE 9. The processing results for wind turbine #1 (a) DBSCAN based on density ratio from the data
processed by considering the characteristics of high-dimensional data, (b) DBSCAN based on density from
the data processed by considering the characteristics of high-dimensional data, (c) DBSCAN based on
density ratio from the raw data, and (d) DBSCAN based on density from the raw data.

FIGURE 10. (a) The VW − P diagrams waiting to handle stacked abnormal data. (b) the result processed by
OTSU algorithm for wind turbine #1.

part and normal dense data part is small, and the density ratio
of sparse abnormal data has an obvious difference. Therefore,
the DBSCAN algorithm based on density ratio does not cause
misjudgment. On the contrary, due to the influence of wind
speed imbalance, the density of the normal sparse data part is
similar to that of the abnormal sparse data part, which leads to
the phenomenon of misjudgment when using the traditional
DBSCAN algorithm.

For stacked abnormal data (such as the marked area in
Fig. 10(a)), the Otsu algorithm based on maximizing the
variance between classes is proposed. As can be seen from
Fig. 10(b), the Otsu algorithm can accurately distinguish the
stacked abnormal data from the normal data. Fig. 11 shows
the final results of the unsupervised ensemble algorithm pro-
posed in this article.

In addition, to show the superiority of the unsupervised
ensemble model proposed in this article, only the abnormal

data processing considering the low dimensional relation-
ship is shown in Fig. 12. As shown in the marked area in
Fig. 12(d)-(e), there are a large number of isolated abnormal
data that were not identified. The reason is that only a few
ideal variable relation curves can be obtained, which makes it
impossible to deal with abnormal data effectively for the most
ideal variable relation curves that cannot be obtained. As is
shown in Fig. 13, a dimensional reduction fusion clustering
method based on reference [34] is used for comparison. From
the result, only a small number of abnormal data is identified
in this method. Comparing Fig. 7, Fig. 11, Fig. 12, and
Fig. 13, it can be seen that the abnormal data processing
algorithm proposed in this article has the best performance.
In the comparison algorithm, the proposed abnormal data
processing model based on serialization ensemble algorithm
achieves the optimal performance, because it considers not
only the high-dimensional characteristics of the operational
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FIGURE 11. High dimensional data processing combined with low dimensional data processing for wind turbine #1 (a) VW − P , (b) VR − P ,
(c) VW − VG, (d) VW − TG1, (e) VW − TO, and (f) VW − VG − P .

FIGURE 12. The abnormal data processing result only considering the low dimensional relationship for wind turbine #1 (a) VW − P , (b) VR − P ,
(c) VW − VG, (d) VW − TG1, (e) VW − TO, and (f) VW − VG − P .

data but also the known low dimensional variable relation-
ships. The advantage of the unsupervised algorithm is that it
does not need prior knowledge of the wind turbine which is
difficult to obtain, and it can capture the high-dimensional
characteristics of SCADA variables. In the unsupervised data
processing algorithm which only considers the high dimen-
sional characteristics of operational data, some abnormal data

are not recognized due to the lack of prior knowledge. In the
method only considering the low dimensional relationship,
it is also difficult to obtain excellent performance because
it does not consider the high dimensional characteristics of
operational data. In the dimensional reduction fusion clus-
tering method based on reference [34], the performance is
also relatively poor. The separation between dimensional

VOLUME 9, 2021 69055



Q. Zhao et al.: Abnormal Data Processing Method Based on Ensemble Algorithm for Early Warning

FIGURE 13. The abnormal data processing result based on the method in reference [34] for wind turbine #1 (a) VW − P , (b) VR − P , (c) VW − VG,
(d) VW − TG1, (e) VW − TO, and (f) VW − VG − P .

TABLE 3. Description of the relevant fault information.

reduction and clustering process makes it difficult to
obtain excellent performance in wind turbine abnormal data
processing.

C. FAILURE PREDICTION CASES
To study the impact of abnormal data processing on the
performance of potential fault early warning, three fault cases
were studied, the details of which are shown in Table 3.
In this study of fault early warning, the impact of modeling
data quality is analyzed based on the comparison of models
with different abnormal data processing methods, including
(a) the data processed by the proposed algorithm, (b) the
data processed by the low dimensional abnormal data pro-
cessing algorithm, (c) the data processed by the high dimen-
sional abnormal data processing algorithm, and (d) the data
processed by the criterion: 3 m/s < VW < 25 m/s and
100 kW < P. The corresponding methods are used to deal
with 33 wind turbines respectively. All the operational data
after processing are used as the training data, and then the
operational data for a period of time before the fault alarm
are used as the testing data. The number of modeling data
based on the above four different abnormal data processing
models is 349003, 394114, 371415, and 428542 respectively.

The relevant parameters of the fault early warning model are
shown in Table 2. The predicted results of the three faults
are shown in Fig. 14-16. The time performance results of
failure prediction cases are collected in Table 4, where the
fault A-C is shown in Table 3, and methods A-D represent
the abnormal data processing method proposed in this arti-
cle, the low dimensional abnormal data processing algorithm,
the high dimensional abnormal data processing algorithm,
and the criterion of 3 m/s < VW < 25 m/s and 100 kW < P,
respectively.

The monitoring process based on the four different abnor-
mal data processing models before the converter fault and
inverter fault alarm in wind turbine #1 is shown in Fig. 14.
In this fault case, 712 data points before the fault alarm
are used for research. To show the current operational state,
some normal operational state data are used for comparison.
In Fig. 14, the last 712 data points of the 1000 data points are
the studied data, while the first 288 data points are the data of
the normal operational state. In Fig. 14(a), the model based
on the data processed by the method proposed in this article
detected the fault 598 data points in advance (4 days, 3 hours,
and 40 minutes). The normal operational state and abnormal
operational state provided better discrimination. In Fig. 14(b),
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FIGURE 14. Fault warning results of #1 based on (a) the data processed by the proposed algorithm, (b) the data
processed by the low dimensional abnormal data processing algorithm, (c) the data processed by the high
dimensional abnormal data processing algorithm, and (d) the data processed by the criterion:
3 m/s < VW < 25 m/s and 100 kw < P .

the model based on the data processed by the low dimensional
abnormal data processing algorithm first detected the fault at
the 405th data point, and then the fault was detected again at
the 474th data point. However, the fault only lasted for one
moment at the 405th data point, which could be mistakenly
identified as a noise impact. In addition, the abnormal state
around the 860th data point was not detected. This may be
because similar abnormal data were mixed into the training
data, thus making it difficult to distinguish between the nor-
mal state and abnormal state. In Fig. 14(c), the model based
on the data processed by the high dimensional abnormal data
processing algorithm detected the fault 525 data points in
advance (3 days, 15 hours, and 30 minutes). This result is
12 hours and 10 minutes later than the method proposed in
this article. As shown in Fig. 14(d), the model based on the
data processed by the criterion (3 m/s < VW < 25 m/s and
100 kW < P) did not detect faults because a large number of
abnormal data in the training data led to a large variance in
the threshold settingmaking it difficult to distinguish between
the normal and abnormal operational states.

Themonitoring processes based on different abnormal data
processingmodels before the pitch system fault, gearbox type
fault, and generator type fault alarm in wind turbine #9 are
shown in Fig. 15. Similarly, in Fig. 15, the last 474 data points
of the 800 data points are taken as the studied data, while the
first 326 data points are the data of normal operational state.
In Fig. 15(a), the model based on the data processed by the
method proposed in this article detected the fault 293 data

points in advance (2 days and 50 minutes). The normal
and abnormal operational states offered better discrimination.
As shown in Fig. 15(b), themodel based on the data processed
by the low dimensional abnormal data processing algorithm
first detected a fault at the 547th data point (1 day, 18 hours,
and 10minutes in advance). As shown in Fig. 15(c), themodel
based on the data processed by the high dimensional abnor-
mal data processing algorithm detected the fault 293 data
points in advance (2 days and 50 minutes). Although this
model has the same time as the model proposed in this article
in Fig. 15(a), it can be seen from the EWMA that the model
proposed in this article identified more abnormal states and
that the normal operational state and abnormal operational
data had higher separability. In Fig. 15(d), the model based
on the data processed by the criterion (3 m/s< VW < 25 m/s
and 100 kW < P) also did not detect faults.
The monitoring processes based on different abnormal

data processing models for gearbox type faults and gear-
box oil temperature over-limit fault alarms in wind turbine
#12 are shown in Fig. 16. In Fig. 16, the last 500 data
points of the 800 data points are the studied data, and the
first 300 data points are the data of the normal operational
state. In Fig. 16(a), the model based on the data processed
by the method proposed in this article detected the fault
383 data points in advance (2 days, 15 hours, and 50minutes).
As shown in Fig. 16(b), themodel based on the data processed
by the low dimensional abnormal data processing algorithm
first detected a fault at the 418th data point (2 days, 15 hours,
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FIGURE 15. Fault warning results of #9 based on (a) the data processed by the proposed method, (b) the data
processed by the low dimensional abnormal data processing algorithm, (c) the data processed by the high
dimensional abnormal data processing algorithm, and (d) the data processed by the criterion:
3 m/s < VW < 25 m/s and 100 kw < P .

FIGURE 16. Fault warning results of #12 based on (a) the data processed by the proposed method, (b) the data
processed by the low dimensional abnormal data processing algorithm, (c) the data processed by the high
dimensional abnormal data processing algorithm, and (d) the data processed by the criterion:
3 m/s < VW < 25 m/s and 100 kw < P .

and 40 minutes in advance). Through a comparison between
Fig. 16(a) and Fig. 16(b), it can be seen that the method
proposed in this article is able to identify more abnormal

operational states. As shown in Fig. 16(c), the model based
on the data processed by the high dimensional abnormal data
processing algorithm detected the fault 122 data points in

69058 VOLUME 9, 2021



Q. Zhao et al.: Abnormal Data Processing Method Based on Ensemble Algorithm for Early Warning

TABLE 4. Fault prediction results of different fault types.

advance (20 hours and 20 minutes) which is 1 day, 19 hours,
and 30 minutes later than the method proposed in this article.
In Fig. 16(d), the model based on the data processed by the
criterion of (3 m/s < VW < 25 m/s and 100 kW < P) did not
detect faults.

IV. CONCLUSION AND FUTURE WORK
The acquisition of high-qualitymodeling data plays an impor-
tant role in the establishment of the normal behavioral model,
which affects the early detection performance of potential
faults. To guarantee the quality of modeling data and reduce
the time needed to manually select modeling data, this article
proposes an abnormal data processing model based on an
unsupervised serialization ensemble algorithm. In addition,
the influence of the quality of modeling data on the perfor-
mance of fault prediction is studied. Based on the above case
studies, the following conclusions can be drawn: (a) Based on
a comparison of different abnormal data processing methods,
including the unsupervised ensemblemethod proposed in this
article, the method only considering the high dimensional
characteristics of data and the method only considering the
known low dimensional variable relationships, the abnormal
data processing method proposed in this article shows the
best performance. (b) According to the analyses of fault early
warning cases based on four different modeling datasets,
it can be seen that the performance of the fault prediction
model can be effectively enhanced by improving the quality
of modeling data.
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