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ABSTRACT Modern Data Center Networks (DCNs) are commonly based on Clos topologies with a large
number of equal-cost multiple paths to provide high bisection bandwidth. The existing Random Packet
Spraying (RPS) scheme spreads each flow of packets to all available parallel paths in order to achieve
good load balancing under symmetric topologies. However, under asymmetric topologies caused by traffic
dynamics or link failures, RPS potentially suffers from serious out-of-order problem. Therefore, to avoid
packet reordering, we propose a Coding-based Distributed Congestion-aware Packet Spraying mechanism
called CDCPS. At the sender end, CDCPS encodes packets using forward error correction (FEC) technology
and adaptively adjusts the coding redundancy according to the asymmetric degree of multiple equal-cost
paths. To make full use of link bandwidth, CDCPS randomly spreads encoded packets to all available paths
at the switches. The original packets can be recovered immediately once enough encoded packets from
uncongested paths arrive at the receiver, even if some encoded packets are blocked on congested paths. The
test results of NS2 simulation showed that CDCPS eliminates out-of-order packets completely and effectively
reduces the average and 99th flow completion time by up to 73% and 78% over the state-of-the-art load
balancing scheme.

INDEX TERMS Asymmetry, data center network, load balancing, multiple path, packet spraying.

I. INTRODUCTION
To support the increasing traffic demands of large-scale dis-
tributed applications such as Web search, Data Mining and
Machine Learning, modern Data Center Networks are typi-
cally based on Clos topologies, which provide high bisection
bandwidth via a large number of equal-cost multiple paths
between any pair of end-hosts [1], [2]. While path diversities
widely exist in practice among the rich parallel paths for
a variety of reasons, such as traffic dynamics, link failures
and heterogeneity in network equipments [3], [4]. There-
fore, some paths are congested with large queueing delay
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even some other paths are under-utilized, leading to topology
asymmetric [5]–[7].

As a packet-level load balancing mechanism, Random
Packet Spraying [8] is proposed to make full use of the mul-
tiple parallel paths in data centers. RPS randomly splits and
spreads each flow into packets to one of the available paths to
the destination. Under the symmetric topologies, RPS obtains
high link utilization and achieves the best load balancing
effect. In recent years, RPS has already been deployed on the
commodity switches due to its simplicity [9].

However, due to lacking visibility into path congestion,
RPS performs poorly in asymmetric topologies [3]. The
key issue is the Transmission Control Protocol (TCP) out-
of-order problem. Specifically, when packets that belong to a
flow are assigned to different paths with different latencies,
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the out-of-order event happens, in which the later-sent pack-
ets arrive at the receiver ahead of the earlier-sent ones. After
receiving three duplicate acknowledgements (DupACKs) for
the same packet, the TCP sender assumes the out-of-order
packet is lost. Then TCP triggers congestion avoidance by
cutting down the congestion window, resulting in spurious
retransmission and even timeout.

In this paper, to adapt to asymmetry in the network topol-
ogy, we propose a coding-based distributed congestion-aware
packet spraying mechanism called CDCPS, which success-
fully integrates coding into packet spraying and completely
avoids packet reordering. At the sender, CDCPS encodes
packets of a flow using forward error correction (FEC) tech-
nology. Though some encoded packets experience queueing
delay on the congested paths, once sufficient encoded packets
from uncongested paths arrive at the receiver, the original
source packets can be recovered immediately. To resilient
to asymmetry, CDCPS is sensitive to path congestion and
adaptively adjusts the coding redundancy according to the
asymmetric degree of multiple paths. Specifically, CDCPS
increases the coding redundancy under high degrees of topol-
ogy asymmetry to avoid the influence of queued packets,
and reduces the coding redundancy otherwise. We implement
CDCPS between the TCP and Internet Protocol (IP) layers at
the end hosts, while making no modifications on the TCP/IP
protocol stack.

The main work of this paper contains three parts: (1) model
and analysis of the impacts of out-of-order problem caused by
RPS; (2) method of coding mechanism; and (3) performance
evaluation through NS2 simulation tests. Considering the
asymmetric network topology due to the dynamic traffic,
CDCPS optimizes the coding redundancy based on the path
congestion information such as Round Trip Time (RTT) to
effectively avoid packet reordering and reduce flow comple-
tion time. The contributions of our proposed coding-based
packet spraying scheme are mainly concentrated in three
points.
• We exploit the impact of packet reordering in RPS
load balancing mechanism and demonstrate through
experiment and in theoretical way why the out-of-order
probability is increased when the asymmetric degree of
multiple paths increases.

• Wepropose a coding-based distributed congestion-aware
packet spraying mechanism to handle asymmetric topol-
ogy in data center networks. Our design encodes
the packets of a flow and then randomly spreads
the encoded packets to all parallel paths. By adap-
tively adjusting the coding redundancy according to
the differences of path latency measured at the end-
hosts, the design successfully avoids the impacts of
reordering.

• We conduct large-scale NS2 simulations to evaluate our
design under the realistic Web search and Data Mining
workloads. The results demonstrated that, as with our
design, we are able to effectively reduce the average and
99th flow completion time.

The rest of the paper is organized as follows. Section II
compares the related works. Section III describes motiva-
tion and analyzes the impact of packet reordering on the
performance of RPS scheme. Section IV gives the design
overview of Coding-based Distributed Congestion-aware
Packet Spraying mechanism. Section V introduces the
design details of Coding-basedDistributed Congestion-aware
Packet Spraying mechanism. Section VI shows the Perfor-
mance evaluation and simulation results. Section VII presents
the Conclusion and Future work.

II. RELATED WORK
Modern data center networks are organized as multi-rooted
tree topologies to provide high bisection bandwidth. A rich
body of load balancing mechanisms are proposed to fully
utilize multiple equal-cost paths. We classify these load
balancing approaches into four categories (i.e., flow-based,
flowlet-based, flowcell-based and packet-based schemes)
respectively.

A. FLOW-BASED SCHEMES
As the standardized flow-based scheme in data centers, Equal
Cost Multi-Path (ECMP) [10] transfers each flow by using
flow hash, thus suffers from hash collisions problem. To solve
this problem, several enhanced flow-based load balancing
schemes were proposed. Hedera [11] dynamically schedules
long flows to uncongested paths by using a central controller
to alleviate traffic hotspots. Like Hedera [11], MicroTE [12]
also uses a central controller to assign flows by leveraging
the partial predictability of traffic matrix. FlowBender [13]
switches forwarding paths for flows once detecting the con-
gestion or link failures to balance traffic. Hermes [4] timely
and cautiously forwards short flows at flow level and reroutes
long flows at packet level after gathering path congestion
information. The above flow-based load balancing schemes
have no out-of-order packets, however, they potentially suf-
fered from long tail latency or low link utilization problems
due to inability and no flexibility to change forwarding paths.

B. FLOWLET-BASED SCHEMES
Motivated by the drawbacks of flow-based schemes, many
congestion-aware flowlet-based load balancing schemes are
proposed. Once the interval time between two consecutive
packets of a flow is larger than the preset threshold, a flowlet
occurs and it can be rerouted. CONGA [1] estimates the
congestion on each parallel paths from source leaf switch to
destination leaf switch and then forwards each flowlet to the
least congested path. LetFlow [3] randomly picks a path for
each flowlet to naturally balance traffic, because the flowlet
size changes automatically according to the path congestion
degree. Flowtune [14] uses a centralized controller to allocate
an optimal transmission rate for each flowlet. Clove [15] uses
the virtual switches at the end-hosts to pick paths for flowlets
in a weighted round-robin scheduling manner. HULA [16]
assigns each flowlet to the least congested path based on
the hop-by-hop congestion information at the programmable
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FIGURE 1. Fat-tree network topology.

switches. However, to completely avoid out-of-order packets
in the above flowlet-based schemes, the flowlet timeout must
larger than the maximum delay difference among the parallel
paths, potentially leading to link underutilization.

C. FLOWCELL-BASED SCHEMES
To simultaneously improve link utilization and reduce out-
of-order packets, Presto [17] performs load balancing at flow-
cell granularity with fixed 64KB. The flowcells are forwarded
in a round-robin way. Luopan [18] reroutes flowcells to the
least congested path of two randomly sampled paths. How-
ever, these flowcell-based schemes still suffered from packet
reordering problem under the scenario with path diversities.
Presto technique needs to reassemble the out-of-order flow-
cells at the receiver.

D. PACKET-BASED SCHEMES
To fully utilize the multiple paths, more fine-grained load bal-
ancing mechanisms are proposed. RPS [8] randomly spreads
all packets to all available paths to achieve high link uti-
lization. MMPTCP [19] makes switching decisions at packet
level for short flows to reduce transmission time, and for-
wards long flows by using MPTCP [20] to achieve high
throughput. By using a method similar to the power of two
choices paradigm, DRILL [5] quickly and flexibly selects
forwarding output port for each packet according to the
local congestion information at switches. However, since
these packet-level load balancing mechanisms are not aware
of the path congestion information, they potentially suffer
from packet reordering under the asymmetric topologies.
To be resilient to asymmetric scenarios, AG [6] adaptively
adjusts the path switching granularity based on the asym-
metric degree of multiple paths. However, AG is not able to
avoid out-of-order packets completely, when path diversity
occurs.

In brief, it is hard for all above load balancing schemes
to achieve no out-of-order packets and high link utilization
simultaneously, especially under the asymmetric scenarios.
Compared with those works, our solution CDCPS performs
well at the packet granularity level in both symmetric and
asymmetric topologies. CDCPS uses FEC coding technology
to avoid packet reordering problem and uses RPS technology
to obtain high link utilization by balancing traffic among
multiple paths. Meanwhile, CDCPS adaptively adjusts the
coding redundancy according to the asymmetric degree of
parallel paths to handle asymmetry gracefully.

III. MOTIVATION
In this section, we firstly describe the drawback of RPS
in the asymmetric topology and investigate the impact of
packet reordering with RPS load balancing mechanism. Then
we demonstrate theoretically why the reordering probability
is increased when the asymmetric degree of multiple paths
increases.

A. IMPACT OF PACKET REORDERING
Data center networks enable multiple equal-cost paths
between a source-destination pair to simultaneously transfer
packets. However, due to the link failures, heterogeneous
switches or significant spatial and temporal variation of data-
center traffic [21]–[24], multiple parallel paths between host
pairs are likely to exhibit different queueing buildup and path
latency, resulting in asymmetric topology. Such asymmetry
in the network topology potentially results in out-of-order
packets in packet-level load balancing mechanisms.

Random packet spraying scheme distributes traffic equally
over multiple parallel paths at packet granularity. As shown
in Fig. 1, a flow from H1 to H8 that traverses the four paths
H1 → T1 → {A1,A2} → {C1, C2,C3,C4} → {A3,A4}
→ T4 → H8 to reach the destination in a multi-rooted
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FIGURE 2. Queueing buildup on equal-cost multiple paths.

fat-tree topology. However, packet spraying leads to severe
packet reordering in the case of path delay diversity. That
means when the packets belong to a flow are assigned to
different paths with different latencies, some packets arrive
at the receiver out of order. Unfortunately, packet reordering
problem is negatively interact with TCP congestion control.
Since TCP is not able to distinguish out-of-order packets from
lost packets, it will reduce congestion window size, resulting
in throughput degradation.

Moreover, the performance of RPS is adversely affected by
the degree of asymmetric topology. On the one hand, when
the latency differential among multiple equal-cost paths is
too large, the degree of topology asymmetry is high. Thus,
the amount of induced out-of-order packets due to packet
spraying is likely to be large. The out-of-order degree (OOD),
which is defined as the maximal difference between the
sequence number of an out-of-order packet and the expected
packet sequence number, also becomes large, resulting in
more buffered packets at the receiver. At the sender, TCP
assumes a loss event has occurred after receiving three dupli-
cate ACKs and performs retransmission at once. What’s
worse, more retransmission packets continuously injected
into the network aggregate congestion, leading to a sig-
nificant increase of the flow’s tail latency. On the other
hand, when the multiple parallel paths have similar latency,
the amount of out-of-order packets becomes quite small under
such low degree of topology asymmetry.

We use a simple example to illustrate the impact of packet
reordering under different degrees of asymmetric topology.
In Fig. 1, there are four equal-cost paths (i.e., Path1 {H1,
T1, A1, C1, A3, T4, H8}, Path2 {H1, T1, A1, C2, A3,
T4, H8}, Path3 {H1, T1, A2, C3, A4, T4, H8} and Path4
{H1, T1, A2, C4, A4, T4, H8}) between the hosts H1 and
H8. Fig. 2 shows the queueing buildup of ten packets from
a given flow on the four equal-cost paths under different
asymmetric degrees. The left figure in Fig. 2 shows the case
of small asymmetric degree. Since the difference between the
maximum and minimum queue lengths is one packet, only
one packet with sequence number 8 arrives at the destination
before the packet with sequence number 7, the out-of-order
degree is 1. In the right figure in Fig. 2, with large asymmetric
degree, the maximal difference in the queue length of the

FIGURE 3. The Impact of packet reordering under asymmetric topology.

four equivalent paths is 5 packets. The later-sent packets with
sequence numbers 2, 3, 4, 5, 7, 8, 10 reach the destination host
H8 before the earlier-sent packet with sequence number 1.
The amount of packets arrived at the destination host out of
order is significantly increased compared with the case of low
asymmetric degree. The out-of-order degree is increased to
9. In brief, RPS leads to severe packet reordering when the
packets of a flow are routed over multiple parallel paths with
large latency difference.

We have conducted NS2 simulation test, in order to inves-
tigate the performance of RPS with varying asymmetric
degree. The test topology is a typical fat-tree topology with
4 pods as shown in Fig. 1. There are 4 equal-cost paths
between any pair of hosts in different pods. The bottleneck
link bandwidth is 40Gbps and the round-trip propagation
delay is 100µs. The switch buffer size is 256 packets.We gen-
erate 1000 flows between random pairs of hosts. All flows
follow a Poisson process with flow size distribution of web
search workload [9]. The test results show the average value
of 100 runs.

In order to generate asymmetric topology, we increase the
propagation delay of one path among four equivalent paths.
The ratio of maximumRTT to minimum RTT among the four
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TABLE 1. Variables in CDCPS.

paths is defined as the asymmetric degree, which varies from
1 to 1.5. Fig. 1 (a) shows the ratio of more than 3 DupACKs
events caused by out-of-order packets to all packets. With the
increase of asymmetry degree, the ratio of reordering packets
also increases. When the number of DupACKs reaches the
retransmission threshold (default 3), TCP cuts the conges-
tion window in half. Thus, the average congestion window
decreases significantly as shown in Fig. 1 (b), degrading the
performance of RPS. As shown in Fig. 1 (c) and Fig. 1 (d),
the average and 99th flow completion time become larger with
increasing degree of topology asymmetry. The reason is that
RPS introduces more out-of-order packets under the scenario
where the path delay difference becomes larger.

B. MODEL ANALYSIS
The degree of asymmetry affects the TCP reordering prob-
ability. In the following, we further analyze the reordering
probability of existing RPS load balancing mechanism.

When the packets belong to a flow are assigned on mul-
tiple equal-cost paths, a packet is out of order only when
at least one later-sent packet arrives at the destination host
before the earlier-sent packets. Let S denote the size of a
flow in packets. We assume that S packets are routed on n
parallel paths, which includes ng uncongested paths and nb
congested paths with the round trip latency RTTg and RTTb,
respectively. In this situation, an out-of-order event occurs
when one packet is transferred on a congested path and at least
one later-sent packet is transferred on the uncongested path.
Let Pg and Pb denote the probabilities of a packet selecting
uncongested and congested paths, respectively. Table 1 shows
all variables in CDCPS.

The reordering probability Pr of S packets in a flow is
calculated as

Pr =
S−1∑
i=1

Pi−1g × Pb × (1− PS−ib ). (1)

Since every packet is randomly assigned to one of the
available paths to the destination, the probability of a packet
selecting uncongested path Pg is calculated as ng

n . Thus,
the probability of a packet selecting congested path Pb is

FIGURE 4. Reordering probability.

obtain as

Pb = 1− Pg = 1−
ng
n
. (2)

Substitute Pg and Pb into Equation (1), we obtain the
reordering probability Pr as

Pr =
S−1∑
i=1

(
ng
n
)i−1 × (1−

ng
n
)× (1− (1−

ng
n
)S−i). (3)

Next, we use the numerical analysis to show the change of
reordering probability with the number of congested paths.
The total number of parallel paths is set to 40. The number
of congested paths varies from 0 to 40. Fig. 4 shows the
reordering probability Pr with increasing number of con-
gested paths nb and the flow size S. Since the degree of topol-
ogy asymmetry increases as the number of congested paths
increases to half of the total paths, packet spraying causes
more out-of-order packets. When half of the paths become
congested, the reordering probability is the largest, resulting
in the most serious packets reordering. In addition, with the
increase of flow size, the number of out-of-order packets
increases, leading to larger reordering probability. In brief,
the existing RPS load balancing mechanism inevitably intro-
duces packet reordering in the asymmetric scenarios. This
conclusion motivates us to investigate a new approach to
tolerant packet reordering under asymmetric topology in data
center networks.

IV. DESIGN OVERVIEW
In this section, we presented the architecture of our proposed
CDCPS mechanism. Our goal is to design a packet spray-
ing load balancing mechanism adjusting coding redundancy
based on the latency difference among multiple equal-cost
paths in order to eliminate out-of-order packets completely
and achieve high link utilization. When the delay difference
of multiple paths is large, the amount of redundant encoded
packets is increased. Therefore, more encoded packets are
transferred on uncongested paths to eliminate the impact
of packet reordering. On the contrary, when the delay dif-
ference becomes small, the amount of coding redundancy
tends to decrease in order to adapt slight packet reorder-
ing. Fig. 5 shows the overview of our proposed CDCPS
mechanism.

VOLUME 9, 2021 35543



J. Hu et al.: Coding-Based Distributed Congestion-Aware Packet Spraying to Avoid Reordering in DCNs

FIGURE 5. The overview of our proposed CDCPS mechanism.

(1) At the sender: The proposed distributed congestion-
aware load balancing mechanism i.e. CDCPS estimates the
number of congested paths based on the measurement of path
delay (i.e., RTT). The sender generates source based encoded
packets which are sent from the transport layer based on
the real-time asymmetric degrees and delivers the encoded
packets to the network layer.

(2) At the switch: The encoded packets are randomly
spread to multiple equal-cost paths by using RPS technique,
which has already been deployed in common commodity
switches. Therefore, some encoded packets are blocked on
congested paths with RTT larger than the average RTT,
and some other encoded packets transferred on uncongested
paths without blocking are able to arrive the destination host
quickly.

(3) At the receiver: Even if some encoded packets are
blocked on the congested paths, as long as enough encoded
packets from uncongested paths arrive at the receiver,
the original source packets can be recovered immediately,
resulting in no out-of-order packets. Then the source packets
are handed over to the upper layers.

V. DESIGN DETAILS
In this section, we firstly introduce our selected coding algo-
rithm in proposed CDCPS load balancing mechanism. Then
we discuss the coding redundancy optimization based on the
latency differences among multiple parallel paths.

A. CODING ALGORITHM
Coding is a very powerful scheme to solve spurious retrans-
mission and timeout problems caused by packet reordering
as it can tolerate out-of-order packets for TCP. The key
point of coding for TCP is to perform Forward Error Cor-
rection (FEC). With FEC technology incorporating into TCP
[25], [26], the sender encodes source packets in a redundant
way and transmits encoded packets via multiple equal-cost
paths. Then the receiver decodes the original packets if
enough encoded packets are received without waiting for
the blocked packets or retransmission. Since FEC only cares

about howmany rather thanwhich encoded packets have been
received, FEC effectively eliminates the negative impact of
packet reordering.

In our proposed CDCPS mechanism, we use the fixed-rate
coding scheme [9] to generate encoded packets due to the fol-
lowing reasons. Firstly, the number of congested paths can be
estimated in advance at the sender based on the measurement
of path delay. The blocking probability of a packet selecting
congested path can be estimated as the ratio of the number of
paths with large RTT to the total number of paths. However,
it is hard for CDCPS to directly obtain the accurate RTT for
every path. Here, we take the advantages of TCP congestion
control mechanism. Specifically, when the sender receives
ACK packets, based on the corresponding RTT for each
ACK packet, the blocking probability of a packet selecting
congested path is equivalently calculated as the ratio of the
number of ACKs with RTT larger than the average RTT to the
total number of received ACKs. Secondly, since the receiver
does not need to send feedback information to the senders
to stop encoding [27], the fixed-rate coding method avoids
unnecessary redundant packets and increases the robustness
of data transmission.

The encoded packets are the random linear combinations
of the source packets. For example, as illustrated in Fig. 6,
4 source packets (P1,P2,P3,P4) are encoded into 6 encoded
packets by using random linear coding at the sender. Then the
encoded packets are randomly spread to multiple equal-cost
paths by using RPS technology at the switch. In this case, two
encoded packets are transferred and blocked on congested
paths. However, once arbitrary four independent encoded
packets arrive at the receiver, the four original source packets
can be decoded successfully without waiting for the blocked
packets. Note that if additional encoded packets are subse-
quently received, they are dropped directly at the receiver.

B. CODING REDUNDANCY OPTIMIZATION
Under the different asymmetric degrees of network topol-
ogy, the reordering probability and the blocking probability
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FIGURE 6. Example of coding.

analyzed in Section III-B are changed. Therefore, the cod-
ing redundancy affects traffic overhead and decoding delay.
Specifically, when the difference of path latency is large,
the time difference between consecutive packets belong to a
flow arriving at the same destination is large. In this case,
if too less redundant packets are transferred, the decoding
speed is limited because there are not enough encoded packets
reached at the receiver for decoding operation. It is neces-
sary to increase the amount of redundant encoded packets
to speed up the decoding operation. On the contrary, when
the difference of path latency is small, too much redundant
packets introduce unnecessary traffic overhead and limit the
transmission rate of the sender by itself. In brief, to achieve
good tradeoff between the decoding delay and traffic over-
head, the coding redundancy should be dynamically adjusted
according to the real-time blocking probability. In the follow-
ing, we analyze the coding redundancy optimization.

As illustrated in Table 1 in Section III-B, m and mL denote
the total number of received ACKs and the number of ACKs
with RTT larger than the average RTT, respectively. Then the
blocking probability of a packet selecting a congested path
is calculated as Pb =

mL
m . We assume x source packets in a

coding unit are encoded into x+α encoded packets. To ensure
that at least x encoded packets are transferred on uncongested
paths without blocking, the following Equation (4) should be
satisfied

(1− Pb)× (x + α) ≥ k. (4)

To guarantee the lowest traffic overhead, substitute Pb into
Equation (4), we obtain the number of redundant packets α
for each x original packets as

α = d
x

1− Pb
−xe. (5)

Fig.7 shows the coding redundancy α with varying block-
ing probability Pb. As the number of congested paths
increases, the blocking probability is increased, leading to

FIGURE 7. Number of redundant packets α with varying Pb and x .

more redundancy packets for successfully decoding. How-
ever, since all encoded packets are randomly sprayed to mul-
tiple equal-cost paths, unavoidably blocking or even dropping
some encoded packets, the decoding probability is not guar-
anteed 100%. We calculate the successful decoding probabil-
ity Ps in the following. We assume that i encoded packets are
transferred and blocked on the congested paths in a coding
unit with x +α encoded packets. The probability of arbitrary
blocked i encoded packets out of x + α encoded packets is
calculated as

Pb(i) = C i
x+α × Pb

i
× (1− Pb)x+α−i. (6)

Once the number of encoded packets arrived at the receiver
is no less than x, that means the number of blocked packets
is no larger than the coding redundancy α, the source packets
can be successfully decoded.We obtain the successful decod-
ing probability Pd as

Pd =
α∑
i=0

Pb(i) =
α∑
i=0

C i
x+α × Pb

i
× (1− Pb)x+α−i. (7)

Fig.8 shows the successful decoding probability Pd with
varying redundancy. In this numeric analysis, the total num-
ber of paths and the coding unit x are set to 40 and 8,
respectively. The blocking probability is calculated as the
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FIGURE 8. Successful decoding probability Pd with varying α and mL.

ratio of the number of congested paths to the total number of
paths. Less redundant packets make the successful decoding
probability becomes lower. The reason is that some encoded
packets are blocked on the congested paths, the receiver has
to wait for enough encoded packets for decoding operation.
In addition, with the increasing number of congested paths,
more redundant packets are needed to make the successful
decoding probability reaches 1.

VI. PERFORMANCE EVALUATION
In this section, we describe the conduction details of
large-scale NS2 simulations of CDCPS technique, in order
to evaluate the performance of CDCPS under two realistic
datacenter workloads. We compared CDCPS with the state-
of-the-art packet-level load balancing mechanisms in data
centers. The performance metrics include the packet reorder-
ing, the average and 99th tail flow completion time.

A. TEST TOPOLOGY
We build a typical leaf-spine topology with 8 leaf and 8 core
switches. There are 8 equal-cost multiple paths between any
pair of end-hosts. The whole network has 256 end-hosts
connected by 40Gbps links. The round-trip propagation delay
is 100µs. To generate asymmetric topology, we set the
round-trip propagation delay of one randomly selected path
to 500µs. The buffer size at switches is set to 256 packets.

B. SCHEMES COMPARED
Besides RPS, we compared CDCPS with the following
schemes.
• DRILL [5]: DRILL quickly and flexibly selects for-
warding paths for each packet according to the local
queueing information at switch. DRILL uses a method
similar to the power of two choices algorithm [28]
to make forwarding decisions. It compares the queue
lengths of two random output ports and the last selected
forwarding port, then chooses the one with the minimum
queue length for the current forwarding port.

• AG [6]: AG dynamically adjusts the path switching
granularity based on the asymmetric degree of network
topology and then randomly spreads each packet train to
one of the multiple equal-cost paths.

TABLE 2. Flow size distribution of realistic workload.

FIGURE 9. Web search and Data Mining workload.

C. REALISTIC WORKLOADS
We took twowidely-used realistic datacenter workloads:Web
search [29] and Data Mining [30]. As shown in Table 2,
the flow size distributions of both web search and data mining
are heavy-tailed. Particularly, in the Web search workload,
about 30%flows is seen larger than 1MB provided about 95%
data bytes. In the Data Mining workload, about 3.6% flows is
observed larger than 35MB, which provided about 95% data
bytes. All flows are generated between random pair of hosts
under different leaf switches according to Poisson processes.
The overall workload varies from 0.1 to 0.8, in order to
evaluate thoroughly the performance of CDCPS. We focused
on the ratio of out-of-order packets and the flow completion
time of all flows.

Fig.9 (c) and Fig.9 (d) show that CDCPS outperformed the
other three schemes in the average flow completion time in
both Web search and Data Mining workloads since CDCPS
completely avoids out-of-order packets.

Fig.9 shows the simulation results of web search and data
mining workloads. Fig.9 (a) and Fig.9 (b) show the ratio of
more than 3 DupACKs events caused by packet reordering,
Fig.9 (c) and Fig.9 (d) show the average flow completion
time, while Fig.9 (e) and Fig.9 (f) give the 99th FCT, pre-
senting the tail flow completion time.
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In Fig.9 (a) and Fig.9 (b), the ratio of out-of-order pack-
ets in CDCPS is always zero, because CDCPS utilizes the
encoded packets from uncongested paths to recover the orig-
inal source packets and eliminate the negative effect of packet
reordering. The ratio of more than 3 DupACKs events caused
by packet reordering increaseswith higher traffic load in RPS,
DRILL and AG. The reason is that RPS and DRILL spread
packets to all available paths with latency diversity, thus,
some packets are blocked on the congested paths, leading to
serious packet reordering especially under the higher traffic
load.

Fig.9 (c) and Fig.9 (d) show that CDCPS outperforms the
other three schemes in the average flow completion time in
both Web search and Data Mining workloads since CDCPS
completely avoids out-of-order packets. RPS performs poorly
compared with other schemes, because RPS simply spreads
all packets to all parallel paths without being aware of conges-
tion and experiences the most serious packet reordering under
the asymmetric topology. Under 0.6 traffic load, CDCPS
reduces the AFCT of all flows inWeb search andDataMining
by 73%, 66%, 41% and 69%, 60%, 38% over RPS, DRILL
and AG, respectively.

Fig.9 (e) and Fig.9 (f) show that CDCPS achieves the
lowest tail flow completion time. The reason is that CDCPS
effectively avoids the out-of-order packets by using encoded
packets. Moreover, compared with RPS, DRILL and AG,
CDCPS can sense the latency differences of multiple paths.
CDCPS adaptively adjusts the coding redundancy to be
resilient to the asymmetric topology. Though DRILL and AG
alleviate the negative impact of packet reordering, they are not
adaptable to the high asymmetric degrees. For example, under
the Web search workload, CDCPS reduces the 99th FCT by
67% -78%, 62%-71%, 42%-51% for load from 0.3 to 0.8 over
RPS, DRILL and AG, respectively.

VII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a new load balancing mech-
anism called CDCPS. The main motivation for introduc-
ing CDCPS is to completely avoid the negative impact
of packet reordering under the asymmetric topologies in
data center networks. CDCPS is a coding-based distributed
congestion-aware packet spraying scheme. CDCPS encodes
the packets of a flow at the sender, randomly spreads the
encoded packets to all available multiple paths at switches,
and then recovers the original source packets at the receiver
once receiving enough encoded packets. CDCPS adaptively
adjusts the coding redundancy according to path congestion
information to resilient to topology asymmetry. TheNS2 sim-
ulations, with realistic workloads representative of datacen-
ter applications, show that CDCPS substantially reduces the
average and tail latency compared to RPS, DRILL and AG.
In particular, CDCPS respectively reduces the average and
99th flow completion time by up to 73% and 78% compared
to RPS.

In the future work, there are several problems remain to
be well addressed. Firstly, the impact of coding redundancy

on congestion control should be considered as the traffic
overhead introduced by coding may aggregate the network
congestion. Secondly, it is important to optimize the size
of coding unit to simultaneously guarantee the high decod-
ing efficiency and the low blocking probability of packets.
Thirdly, comprehensive analysis and modeling for the over-
head of encoding and decoding computing are needed to
indicate the benefit of coding on latency. This paper has
only discussed the scenario of path diversity where coding
can eliminate packet reordering. More realistic application
scenarios on the use of coding can be further explored.
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