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ABSTRACT Newspapers are very important for a society as they inform citizens about the events around
them and how they can impact their life. Their importance becomes more crucial and indispensable in the
times of health crisis such as the current COVID-19 pandemic. Since the starting of this pandemic newspapers
are providing rich information to the public about various issues such as the discovery of a new strain of
coronavirus, lockdown and other restrictions, government policies, and information related to the vaccine
development for the same. In this scenario, analysis of emergent and widely reported topics/themes/issues
and associated sentiments from various countries can help us better understand the COVID-19 pandemic.
In our research, the database of more than 100,000 COVID-19 news headlines and articles were analyzed
using top2vec (for topic modeling) and RoBERTa (for sentiment classification and analysis). Our topic
modeling results highlighted that education, economy, US, and sports are some of the most common and
widely reported themes across UK, India, Japan, South Korea. Further, our sentiment classification model
achieved 90% validation accuracy and the analysis showed that the worst affected country, i.e. the UK (in
our dataset) also has the highest percentage of negative sentiment.

INDEX TERMS COVID-19, natural language processing, newspaper, machine learning, RoBERTa,
sentiment analysis, topic modeling, Top2Vec.

I. INTRODUCTION
In December 2019, the outbreak of pneumonia with an
unknown cause was discovered in Wuhan, Hubei Province,
China. The virus that caused this outbreak was later found
and named severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2). In February 2020, the World Health Orga-
nization (WHO) called the disease caused by SARS-CoV-2
‘‘COVID-19’’ [1]. According to Johns Hopkins Coronavirus
Resource Center, this virus has infected more than 95.48 mil-
lion people and taken the lives of more than 2.03 million
people as of January 18, 2021 [2]. However, the end of
this pandemic seems near as there are many vaccines can-
didates that are currently in phase III trials. F. Krammer in
‘‘SARS-CoV-2 vaccines in development’’ [3] and G. Forni
and A. Mantovani in ‘‘COVID-19 vaccines: where we stand
and challenges ahead’’ have discussed in detail the vaccines
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development process, different kind of vaccines, and the fron-
trunner vaccines candidates [4].

As the world is in the grip of the COVID-19 pan-
demic, Newspapers worldwide are extensively reporting
about COVID-19 related news. This makes newspapers an
incredible source to comprehend the social, economic, and
political reality vis-a-vis this deadly pandemic in a partic-
ular society/country. Further, the practice of newsmaking
is informed by a variety of cultural beliefs and ideological
assumptions [5]. Thus, the product of newsmaking - news -
is a social text, symbolically incorporating and recirculating
those assumptions and beliefs and thereby reproducing social
reality. Millions around the world lost their jobs due to the
lockdown. India’s complete lockdown led to the migrant
crisis of a monumental scale [6], many top economies of the
world clocked negative GDP growth [7]. More than 330 com-
panies filed for bankruptcies in the US alone last year and
blamed COVID-19 in part for their demise [8].

Natural Language Processing (NLP) and its various tech-
niques have gained prominence when it comes to process
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and analyze large amount of natural language data. NLP
can be defined as: A field that combines linguistics and
artificial intelligence (AI) to enable computers to understand
human or natural language [9]. In present times, the critical-
ity of NLP is further increased from the very fact that we
are generating enormous amount of unstructured text data
every day. Some of the most common and popular NLP
techniques include named entity recognition [10], sentiment
analysis [11], machine translation [12], topic modeling [13],
and text summarization [14]. In the current COVID-19 crisis,
one critical asset is to identify as much information about the
problem as possible. Any information that is available, which
can be located, amassed, and understood, will facilitate the
right decisions to be taken. NLP enables researchers to access
information on topics such as global and regional spread,
socio-economic impact of the disease, vaccine development,
patient demographics and co-morbidities, and the national
and international politics from sources such as scientific lit-
erature, policy documents, social media and news [15].

A. RESEARCH OBJECTIVE
There are two main objectives of this research: 1) To examine
key topics and themes of English-language COVID-19 news
articles across four countries and explore the trends. Further,
we would perform a comparative analysis of these topics
to find out the common themes. 2) To classify and analyze
the associated sentiments of the COVID-19 news headlines.
This would help us understand: i) comparison of COVID-
19 news sentiments across four nations, b) whether there is
a correlation between negative sentiment and the level of
affectedness of a country, and c) representative sentiments of
common themes in different countries.

B. CONTRIBUTION
• We extracted the most representative topics or themes
from newspapers of the four countries and discussed
the dominant discourse concerning COVID-19. In this
way, we find out the widely reported issues or themes
concerning COVID-19 in news media.

• Our RoBERTa sentiment classification model not only
achieved validation accuracy of 90% but also produced
better results than other traditional classifiers.

• As per the knowledge of the authors, this is the first
study to ‘‘combine topic modeling and sentiment analy-
sis methods to analyze COVID-19 news.’’

• Our study provides interesting cross cultural insights
into the COVID-19 reporting in the news media plat-
form.

This article is organized as follows: in Section II the related
works are being discussed, while Section III has presented the
methodological framework for both topic modeling and sen-
timent classification. In Section IV the experiments, results
and the analysis are presented and discussed. Limitations of
this research is summarized in Section V. Lastly, Section VI

concludes this research article with potential future research
directions.

II. RELATED WORK
A. TOPIC MODELING
Researchers from around the world are trying to understand
various aspects of the COVID-19 pandemic. Since the identi-
fication of the COVID-19 disease in December 2019, numer-
ous studies from various fields have already been published.
NLP-based research that analyzes COVID-19 related mate-
rial such as scientific articles, social media posts, and news
is one example of the growing body of research related to
COVID-19. Bai et al. [16] presents a topic evolution analysis
of COVID-19 news articles from Canada. Liu et al. [17] used
a digital topic modeling approach to analyze news media
during the early stage of the COVID-19 outbreak in China.
De Santis et al. [18] presented an infoveillance system for
detecting and tracking relevant topics from Italian tweets dur-
ing the COVID-19 event. Noor et al. [19] analyzed the public
reactions to the novel Coronavirus (COVID-19) outbreak on
Twitter.

B. SENTIMENT ANALYSIS AND EMOTION DETECTION
Samuel et al. [20] talked about COVID-19 public senti-
ment insight and machine learning for tweets classifica-
tion. Imran et al. [21] analyzed tweets from six countries
for cross-cultural polarity and emotion detection using deep
learning method. Huang et al. [22] presented sentiment con-
volutional neural networks to analyze the sentiment of sen-
tences with both contextual and sentiment information of
sentiment words. Boon-Itt and Skunkan [23] investigated
Twitter posts using sentiment analysis and topic model-
ing approach to find out the public perception during the
COVID-19 pandemic. Das and Dutta [24] characterized
public emotions and sentiments in COVID-19 environment
in India. Barkur et al. [25] presents sentiment analysis of
nationwide lockdown due to COVID-19 outbreak in India.

C. TOPIC MODELING AND SENTIMENT ANALYSIS
All the works cited from [16] to [25] either performed topic
modeling or sentiment analysis on COVID-19 data. Com-
pared to that, there are very few research that has combined
both topic modeling and sentiment analysis to investigate
COVID-19 data. Chandrasekaran et al. [26] discussed topics,
trends, and sentiments of tweets about the COVID-19 pan-
demic using tools such as LDA and VADER. Xue et al. [27]
analyzed tweets to understand public discourse and senti-
ment during COVID-19 pandemic. They used Latent Dirich-
let Allocation (LDA) method for topic modeling. Lastly,
Xie et al. [28] explored public response to COVID-19 on
Chinese micro blogging site Weibo with LDA topic model-
ing and sentiment analysis. Our research can be categorized
along with the researches which combine topic modeling and
sentiment classification methods to analyze COVID-19 data.
However, the nature of our COVID-19 (news articles) and
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FIGURE 1. Workflow of Research Methodology.

methods (top2vec for topic modeling and RoBERTa for sen-
timent classification) makes this research a welcome addition
to comprehend cross-cultural COVID-19 news. According
to the authors’ best knowledge ours is the first study which
attempted to analyze COVID-19 news articles by applying
topic modeling and sentiment analysis methods.

III. METHODOLOGY
As shown in Fig. 1, this research consist of two parts. In part
one, we utilized the top2vec model to ascertain the most
representative topics in each country’s dataset and analyze
them in detail. Then sentiment analysis is the second part.
This part can be further divided into two subsections. One
section is about creating a labeled dataset using unsupervised
machine learningmethods. After that, next is to use RoBERTa
to train and test our labeled dataset. After getting satisfactory
validation accuracy, we predict the sentiments of collected
headlines sentiments and the most common topics.

A. DATASET
We searched and scraped articles with COVID-19 or Coro-
navirus keywords in the English language websites of eight
major newspapers from four countries. The time-period for
collection of both news headlines and articles is from Jan-
uary 1st, 2020 to December 1st, 2020. For web-scraping,
we used the Beautiful Soup Python library. We removed
the duplicate headlines and articles. In the top2vec model,
preprocessing is not required. We trained, tested, and pre-
dicted the positive or negative sentiments on preprocessed
headlines for sentiment classification [29]. Table 1 shows
the newspapers and the collected COVID-19/Coronavirus

TABLE 1. Dataset.

related articles. All the Jupyter Notebooks developed for this
research are available on paper’s GitHub repository.1

B. TOPIC MODELING AND Top2Vec MODEL
Organizing, searching, and summarizing a large volume of
text is a universal problem in NLP. Topic modeling is used
when a large corpus of text cannot be judiciously read and
sorted through by a person. A topic model can discover
the latent semantic structure or topics present in the cor-
pus. Top2Vec algorithm works on the assumption that many
semantically similar documents are indicative of the underly-
ing topic. It produces jointly embedded topic, document, and
word vectors such that the distance between them represent
semantic similarity. Moreover, unlike the traditional topic
modeling methods such as LDA, it does not require prepro-
cessing (removing stop-words, stemming, and lemmatization
of text), and there is no need to have prior knowledge of
existing topics to produce a good topic model [30]. In this
way, top2vec is completely free from human decision making
or interference except in choosing the parameters during
training the model.

In the first step, jointly embedded document and word vec-
tors are created using Doc2Vec [31]. This step would place

1https://github.com/PiyushKyushu/COVID-19-News
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FIGURE 2. Preprocessing Steps Used in Cleaning Headlines.

documents close to other similar documents and the most
distinguished words. The next step would use UMAP [32]
to create a lower-dimensional embedding of document vec-
tors. As document vectors in high dimensional space are
very sparse, dimension reduction helps find dense areas. The
third step would find dense areas of documents using HDB-
SCAN [33]. Finally, each dense area calculates the centroid
of document vectors in the original dimension, i.e., the topic
vector [34].

Though top2vec provides an option to use pretrained
embedding models such as universal-sentence-encoder for
generating joint word and document embeddings, but we
use our own data to create topic models. We used ‘deep-
learn’ parameter which generate best quality vectors but take
significant time to train. For example it took around 16 hours
on our system to train top2vec model on Indian dataset
(largest dataset). Once the model is produced, it provides
various information such as topic size, topic words, topic
number and topic score etc. Topic size shows the number of
documents most similar to each topic while for each topic
the top 50 words (we have only presented top 10 words
in Table 4, 5, 6, and 7) are returned, in order of semantic
similarity to the topic. Topic score – for each topic is the
cosine similarity to the search keywords. The higher the topic
score, the most representative that topic would be for the
searched keyword. This feature of top2vec is used in this
research to find the most representative topic using keywords.
The word cloud in Fig. 4, 5, 6, and 7 are also generated using
the top2vec semantic search feature. Lastly, based on our
understanding of the topic’s specific keywords (all 50 words)
we labeled these topics.

C. PREPROCESSING
In NLP, text preprocessing is the practice of cleaning and
preparing text data. Following are the steps which we applied
to preprocess the headlines.

1) Contractions are shortened version of words like don’t
or I’d. In the first step, we expanded all these words into
their original form.

2) Removed HTML tags.
3) Tokenization of headlines.
4) The root word is also known as lemma. With this step,

we converted all the token into their root word.
5) Removed all the stopwords using NLTK library.
6) Special characters are usually non-alphanumeric char-

acters, which can add noise to the text. So, we removed
the special characters.

7) Since we are analyzing English language headlines,
we need to make sure that all the accented characters
are converted and standardized into ASCII characters.

8) Lastly, we converted all the words into lower case.

Fig. 2 shows the preprocessing steps we used to clean the
news headlines for sentiment classification.

D. LABELING HEADLINES FOR SENTIMENT
CLASSIFICATION
Majority of sentiment analysis research is being conducted
on Twitter or other social media posts. Because these posts
tend to be highly subjective which makes them a good
resource for sentiment analysis. Whereas news and news
articles present facts whichmake themmore objective (expect
editorials and opinion pieces). In any supervised machine
learning approach, labeled data is extremely critical and it
is very difficult to manually verify the labels on large news
articles. Owing to this reason we chose headlines. The first
step to label the headlines for this research is: using unsuper-
vised sentiment analysis method. We used three most popular
python-based libraries 1) VADER [35], 2) Textblob [36], and
3) SentiWordNet [37] on 102,124 headlines.2 The second step
is: to keep headlines that are categorized by all three library
as positive and negative.We discarded all the headlines which
are categorized differently by these three libraries. For exam-
ple: if a headline is categorized as positive by VADER but
negative by Textblob and SentiWordNet, then we discarded
it from the labeling process. For this process we wrote a
simple python code. After the second step we were left with
only around 15% of the total headlines. In the third step,
we manually confirmed all the headlines from the second
step. Lastly, we used oversampling to balance (almost) the
labeled data. Oversampling can lead to overfitting. One of
the ways to find of whether model is overfitting or not is
to check difference between training accuracy and validation
accuracy. The training accuracy of the 3rd (last) epoch of our
classification model (which gave 90% validation accuracy)
have 95.08%. As the difference between training and valida-
tion accuracy is not very high, it can be said that our model
is not overfitting. Fig. 3 shows our sentiment classification
model summary. In this way, we collected 10,727 headlines
(5369 positives and 5358 negatives). This labeled dataset is
used to fine-tune the RoBERTa model. Table 2 shows few
samples of labeled headlines.

E. SENTIMENT CLASSIFICATION WITH RoBERTa
The traditional bag-of-words based NLP classifiers such
as LogisticRegressionCV, LinearSVC, and Naïve Bayes
discard word order (hence context) and in turn the mean-
ing of words in the document (semantics). However, con-
text and meaning are very crucial to the problems of NLP.
On the other hand, Bidirectional Encoder Representations

2During the collection of the dataset, some headlines weremissing or were
in other languages (Korean). Because of this reason, the number of collected
headlines are less than (154) the collected articles.
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FIGURE 3. RoBERTa Sentiment Classification Model Summary.

TABLE 2. Sample Labeled Headlines with Sentiment.

from Transformers (BERT) [38], Robustly Optimized BERT
Pretraining Approach (RoBERTa) [39] XLNet, GPT-2, and
GPT-3 are some of the example of the pretrained model
based on Transformers – a deep learning model introduced
in 2017 [40]. RoBERTa is an extension of the original
BERTModel. All these transformers based models takes into
account the context for each occurrence of a given word.
This is one of the reason behind the better performance of
these models compared to the classical bag-of-words based
models. The original BERT model produced state-of-the-art
results in many NLP tasks. However, there was still room for
improvements in training objectives, duration of the training,
and the data on which it is trained. Hence the Facebook
AI Research (FAIR) proposed an ’’optimized’’ and ’’robust’’
version of BERT. Compared to BERT, RoBERTa is trained on
1) much larger datasets, 2) much longer, 3) longer sequences,
4) with dynamic mask generation, 5) without Next Sentence
Prediction (NSP) objective, and 6) larger batches.

IV. EXPERIMENT, RESULTS AND ANALYSIS
A. TOPIC MODELING RESULTS AND DESCRIPTIVE
ANALYSIS
As mentioned before, the top2vec model does not require
preprocessing and provides the option to either train a top2vec
model on your dataset or use a pre-trained model universal-
sentence-encoder. For this research, we trained the top2vec
model on our collected dataset of each country individually.
Further, top2vec has three parameters to determine the speed
- fast-learn, learn, and deep-learn. Fast-learn is the fastest but
provides the lowest quality results, while deep-learn takes the

TABLE 3. No. of Topics Discovered from Top2Vec Model.

longest time to train but provides the best results. We trained
our top2vec model on deep-learn parameters. Table 3 shows
the results of the top2vec model on our dataset.

Indian dataset with the largest number of articles produced
the highest 402 topics, while the South Korean dataset with
the lowest number of articles came up with 127 topics. Fol-
lowing is the description of each of the four countries’ top
topics and comparative analysis.

1) DESCRIBING UK’s TOP TOPICS
UK’s dataset produced 308 topics, and the biggest topic
(369 articles) was about maternity during COVID-19 pan-
demic related news in the UK. The other top topics are
Education, Australia, New Zealand, US, Office of National
Statistics (ONS), economy, unemployment, and panic buy-
ing. The presence of Australia (topic 3) and New Zealand
(topic 8) (commonwealth nations) and two topics related
to the US (topic 4 and 6) (worst affected country) related
news in the top 10 shows the special relationship between
these countries and the UK. There was a huge impact of the
COVID-19 pandemic on education worldwide, and UK is no
exception to that. This fact is confirmed by the presence of
education-related news in the second position. As a foremost
UK’s statistics authority, ONS is leading an effort in manag-
ing COVID-19 data. Hence, it is one of the most talked-about
government agencies in UK during the COVID-19 pandemic.
Table 4 present the top 10 topics with the number of articles
(topic size), top 10 words, and topic label for the UK. Fig. 4
shows the word cloud of the biggest topic – Maternity during
the COVID-19 pandemic in UK’s dataset.

2) DESCRIBING INDIA’s TOP TOPICS
When we trained the top2vec model on an Indian dataset
of 47,342 articles and got 402 topics, the biggest topic with
1278 articles was Cricket and Indian Premier League (IPL).
IPL is a 20/20 cricket league which has gained immense
popularity and commercial success in India. However, it was
postponed due to the pandemic and was later organized in
UAE. Other top topics in the Indian dataset were - US,
Punjab, Crimes and law & order cases, Education (related to
schools on topic six, and University-related on topic nine),
Vaccine development, Reserve Bank of India (RBI) economic
policies, and COVID-19 testing. US presidential election was
planned for November 2020, and along with the COVID-19
pandemic, the election campaign was also going on. The US
is the leading global power, and its election results impact the
whole world. Because of this reason, global media keeps a
close eye on theUS election, and Indianmedia is no exception
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FIGURE 4. Topic 1 in UK’s Dataset - Maternity related news during pandemic.

FIGURE 5. Topic 5 in India’s Dataset - Vaccine Development related News.

TABLE 4. UK’s Top 10 Topics with Topic Size, Topic words, and Topic Label.

to that. Indian drug companies are major manufacturers of
vaccines distributed worldwide and are supplying more than
60% of the vaccines to the developing world [41]. Hence, it is
understandable to see vaccine development related news in
the top ten topics. Table 5 presents the top 10 topics with the
number of articles (topic size), top 10 words, and topic label
for India. Fig. 5 shows the word cloud for the 5th biggest topic
– Vaccine development.

TABLE 5. India’s Top 10 Topics with Topic Size, Topic words, and Topic
Label.

3) DESCRIBING JAPAN’s TOP TOPICS
Our top2vec model came up with 255 topics in Japan’s
dataset. News about global stock exchanges and markets
such as Dow Jones and NASDAQ were widely reported in
Japanese media during this pandemic especially and came
upon the top spot with 409 articles. Other top topics include
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FIGURE 6. Topic 4 in Japan’s Dataset - COVID-19 Cases in Different Prefectures.

TABLE 6. Japan’s Top 10 Topics with Topic Size, Topic words, and Topic
Label.

Nikkei (Japan’s stock exchange) News, postponement of
Tokyo 2020 games, North Korea (topic nine), South Korea
(topic five), US election, and education-related news. The
presence of stock markets news (global market in the first
position and Nikkei on the second position) shows Japan’s
English language media is paying too much attention to mar-
kets and trade even during the pandemic. Japan has invested
a huge sum of money in preparing for Tokyo 2020 games and
expected considerable economic benefits from it, but due to
pandemic Tokyo 2020 gameswere postponed, this was a huge
setback for Japan. Tokyo 2020 games postponement issue
came up in the third position with 363 articles. South Korea is
an important neighbouring country for Japan. Hence, during
the pandemic, South Korea’s news was widely reported in
the Japanese media and came on the fifth position. In con-
trast, North Korea is seen as a threat by Japan and it keeps
a close eye on its activity. Top 10 topics with topic size,
top words, and topic labels are shown in Table 6. At the
same time, Fig. 6 shows the 4th biggest topic in Japan’s
dataset.

TABLE 7. South Korea’s Top 10 Topics with Topic Size, Topic words, and
Topic Label.

4) DESCRIBING SOUTH KOREA’s TOP TOPICS
Our COVID-19 dataset has the lowest number of articles
(10,076) from South Korea, and this produced the lowest
number of topics - 127. News related to budget and eco-
nomic relief package provided during the pandemic in South
Korea came up at top position with 284 articles. Other top
topics include – the pandemic’s impact on retail and markets,
geopolitics, low GDP forecast, sports, US, and vaccine trials.
Out of the top ten topics, four topics (topic one, three, four,
and seven) are economy-related in the South Korean dataset.
This result shows South Korean media’s excessive atten-
tion to economy-related issues during the pandemic. Table 7
shows the top ten topics in the South Korean dataset and
Fig. 7 shows Celltrion’s Vaccine development related topic
(topic ten).

5) COMPARATIVE ANALYSIS
From our observation of Table 4, 5, 6, and 7, we found out
that there are some common topics that are present in the
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FIGURE 7. Topic 10 in South Korea’s Dataset - Celltrion’s Vaccine Development related topic.

TABLE 8. Common Topics in top position.

top topics of each country. These topics are - US, Econ-
omy, Education, and Sports. For example, the US-related
topics present in - UK (topic four and six), India (topic two),
Japan (topic six), and South Korea (topic eight). Similarly,
economy-related topics present in – the UK (topic seven and
nine), India (topic seven), Japan (topic one and two), and
South Korea (topic one, three, four, and seven). Table 8 shows
these common topics. We can infer that economy, education,
and sports are the most affected sectors by the COVID-
19 pandemic. At the same time, the US’s presence at the top
position in every dataset has two-fold implications. One - the
worst affected country by COVID-19 pandemic and second
– the US presidential election’s significance for the world.
We would use the comparative analysis results in our second
step of this research (sentiment classification) to investigate
how the news sentiments of these common issues vary in all
four countries.

B. SENTIMENT ANALYSIS RESULTS AND ANALYSIS
To perform sentiment classification, we used our labeled
dataset of 10,727 headlines. We fine-tuned the RoBERTa
BASE model with 12 layers and 768 hidden dimensions.
We setup hyperparameters of 3 epochs, the learning rate
of 1e-5, and a batch size of 16. The last third epoch achieved
the validation accuracy of 90%. We also performed compara-
tive tests using traditional bag-of-words approach based clas-
sifiers such as LinearSVC, MultinomialNB, BernoulliNB,
LogisticRegressionCV, and others. Table 9 shows the accu-
racy of RoBERTa and different classifiers.

We can see that there are few classifiers such as Lin-
earSVC (92%), LogisticRegressionCV (92%), PassiveAg-
gressiveClassifier (94%), and Perceptron (94%) that achieve

TABLE 9. Comparison of RoBERTa and Other Classifiers.

TABLE 10. Examples of RoBERTa and Other Classifiers Predictions.

high accuracy than the RoBERTa model. However, even with
little less accuracy, RoBERTa was able to classify better
than these classifiers. Table 10 shows few headlines (from
the Indian dataset) where RoBERTa classified correctly, and
other classifiers failed.

It is clear from the above Table 10 that RoBERTa per-
formed better. It might be possible that for some headlines
the traditional classifier may classify correctly compare to
RoBERTa. The study of this possibility and it’s possible
explanation can be a separate research topic in itself. Studies
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that specially focus on the comparative analysis of traditional
and the transformer based sentiment classification can inves-
tigate it further. Presently, transformer based models have
produced superior results in various NLP tasks and consid-
ered as the state-of-art. Because of this reason, we opted for
RoBERTa to predict the sentiment of our whole dataset. Fol-
lowing is the detailed description of sentiment classification
in all four countries individually.

1) SENTIMENTS OF UK’s HEADLINES
Overall, out of 23,821 headlines, 17,445 (73.23%) were neg-
ative, and the remaining 6376 (26.76%) were positive. This
result shows high negative sentiments in UK media about
the COVID-19 pandemic and other related issues. When we
investigated the sentiments of the topics that were common
in all four countries based on (Table 8), we found out that the
US has more negative (74.5%) than the overall percentage.
In comparison, sports were the least negative (71.09%). Fig. 8
shows overall and various topic’s sentiment of UK’s dataset.
It is clear from Fig. 8 that the various other topics’ sentiments
almost (slight fluctuation) follow the trend of the overall
sentiments in the UK’s dataset.

FIGURE 8. Overall and Various Topic’s Sentiment in UK’s Dataset.

2) SENTIMENTS OF INDIA’s HEADLINES
Indian dataset came out to be almost balanced. Overall,
the Indian dataset has 24,017 (50.87%) negative and 23,193
(49.12%) positive headlines.When it comes to the sentiments
of various topics, all of the topics followed a different trend
than overall sentiments. US related headlines have the highest
percentage of negative with 58.22%. In contrast, the Econ-
omy category has 57.02% positive headlines. In Fig. 9 we
can see various topics’ sentiments in the Indian dataset.

3) SENTIMENTS OF JAPAN’s HEADLINES
Japan’s dataset turns out to be more negative tilted. As out
of 21,038 Japan’s headlines, 12,073 (57.38%) were negative,
and the remaining 8965 (42.61%) were positive. Sports turns
out to be following a different pattern than rest of the topics.
All topics excluding sports, were in range 42%± 2% (for pos-
itive) and 57%± 2% (for negative).While the sports category
has 54.91% positive and 44.08% negative headlines. On the
other hand topic of education received the most negative

FIGURE 9. Overall and Various Topic’s Sentiment in Indian Dataset.

FIGURE 10. Overall and Various Topic’s Sentiment in Japan’s Dataset.

FIGURE 11. Overall and Various Topic’s Sentiment in South Korean
Dataset.

(59.48%) than any other topic. Fig. 10 shows sentiments of
various topics in Japan’s dataset.

4) SENTIMENTS OF SOUTH KOREAN HEADLINES
Out of 10,055 headlines in our South Korean dataset, 54.47%
(5477) were positive, and the remaining 4578 headlines
(45.52%) were negative. These results make the South
Korean dataset most positive among the four nations that
we investigated. When we inspected various topics’ senti-
ments, we found out that the economy-related topic was the
most positive, with 60.95% of the headlines being positive.
In comparison, the US and sports topics turned out to be the
most negative with 53.16% and 53.57% negative headlines,
respectively. Fig. 11 presents the sentiments of various topics
in the South Korean dataset.
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5) COMPARISON OF ALL FOUR NATIONS SENTIMENTS
When we evaluate our complete COVID-19 dataset
of 102,124 headlines, we discovered that 56.9% (58,113 head-
lines) were negative, and the rest of 44,011 headlines (43.1%)
were positive. These results show (not surprisingly) that
overall there was more negative news about the COVID-
19 pandemic. UK and South Korea are the most negative and
positive country, respectively. UK has almost three-quarters
of news (73.23%) that were negative. In comparison, South
Korea has 54.47% of positive news, which is more than
10% higher than the overall percentage. Interestingly, out of
the four countries that we studied, UK is the worst affected
country (in terms of deaths per million - 1320). At the same
time, South Korea is the most successful country to tackle the
COVID-19 pandemic, with only 25 deaths per million [42].
India is the only developing country in our research. While
in terms of infected people, India is the 2nd worst affected
country after the US, but when taking deaths/million into
consideration, it is better than most developed countries. Our
results show that the Indian dataset is the most balanced
dataset with 50.87% negative and 49.13% positive headlines.
Fig 12 shows the comparison of all four countries sentiments.

FIGURE 12. Comparison of Countries COVID-19 News Headlines
Sentiments.

V. LIMITATIONS
Though we analyzed more than 100,000 news articles related
(directly or indirectly) to COVID-19 from four countries,
however, it is impractical to cover all the facets of such a vast
domain. This section presents the limitations of our work.

1) Though the number of topics generated by top2vec are
numerous (1092 if we combine topics from all four
countries). In this research we have taken into consider-
ation only the top ten topics from each country. Further,
topic labeling is a manual process. Hence, topic label
may differ based on the author’s understanding and
knowledge of various themes and issues.

2) Supervised machine learning requires labeled dataset
to train and test the model. We have created our own
labeled dataset of COVID-19 news headlines partly
using unsupervised methods and partly by manual veri-
fication. There is enough possibility to further improve
this labeled dataset.

3) Sentiment classification has two variants. Binary,
where sentiment is classified as positive and negative,
while the other one is multi-class where text sentiment
can be divided intomore than two classes. For example:
three classes where sentiment is classified into positive,
negative, and neutral. This research has focused in clas-
sifying news headlines into either positive or negative
classes (binary). However, certainly there is a possi-
bility that multiclass sentiment classification (positive,
negative and neutral) may produce better results.

4) In this research we have collected COVID-19 related
news articles either from digital English language
newspaper (for UK and India) or from the newspaper’s
English website (for Japan and South Korea).

5) Collection of data also faced limitations such as pay-
wall restrictions, change of website format, and other
web-scraping related issues. Also, we have only used
two keywords: Coronavirus and COVID-19 to collect
news articles.

VI. CONCLUSION AND FUTURE WORK
Even after almost a year since it started, the COVID-19 pan-
demic is still unstoppable. Despite having many promising
vaccine candidates, including some who have been given
approval for emergency use in various countries, it is still
difficult to say when the vaccine would be available for com-
mon people. Keeping this situation in mind, in our research,
we tried to discover and comprehend the critical issues and
sentiments of COVID-19 related news. Our topic model-
ing experiment and analysis shows that the US, Economy,
Education, and Sports are among the most widely reported
issues in all four countries, while UK has the most negative
COVID-19 related news.

Our study collected more than 100,000
COVID-19/Coronavirus related news articles from four coun-
tries for 11 months. In the first part of this research - topic
modeling - we used the top2vec model and produced topics
for each country. The number of topics turns out to be directly
proportionate to the number of articles, as India, with the
highest number of articles (47,342), produced the highest
number of topics (402). Further, our descriptive analysis of
the top ten topics across all four nations showed that the US,
Economy, Education, and Sports are themost common issues.
The presence of the US in the top ten in all countries shows
the significance of the US. While education, economy, and
sports can be seen as the worst affected sectors during this
pandemic.

The next part of this research utilized the state-of-the-art
RoBERTa model for sentiment classification of headlines.
Our model achieved 90% validation accuracy and was able to
classify headlines better than other traditional classifiers. Our
implementation of the RoBERTa model for sentiment classi-
fication on our complete dataset showed that UK has the most
negative news (73.23%), while South Korea was the most
positive country with 54.47% positive news. These results
correspondwith the real situation of the COVID-19 pandemic
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in these countries as UK is one of the worst affected countries
in terms of deaths/million, and South Korea is one of the
best-performing countries with only 15 deaths/million. With
these results, this study can be used as a template to study the
COVID-19 news worldwide, helping us discover and under-
stand the critical issues and their representative sentiments in
COVID-19 news in those countries.

Other than the above mentioned results, this analytical
study helps us understand the nature of newsmaking. By look-
ing at the topics in different countries, we can see that even
COVID-19 news reporting were based on the overall national
interest and strategic significance. For example: presence of
the US in all of the four countries, Australia related news in
the UKmedia, North and South Korea related news in Japan’s
media. Our research also highlights the fact that some of the
worst affected sectors (education, economy, sports) are also
the most widely reported. Our sentiment analysis result also
points out towards a possible correlation between negative
COVID-19 news and a countries’ affectedness. For example:
In our dataset, UK is the worst affected country and also
has the highest negative headlines. This correlation can be
further tested by deploying the same or improved methodol-
ogy by other researchers. The results and subsequent anal-
ysis can also be beneficial for researchers who are trying
to understand the newsmaking process or the cross-cultural
socio-political-economic COVID-19 impact. While majority
of the COVID-19 sentiment analysis researches are focused
on social media posts, our study presents an alternative per-
spective to this by introducing COVID-19 news headlines
sentiment analysis.

In future works, first we would try to overcome the limi-
tations of this study. This includes further research on com-
parative analysis of all topics from all four counties and
multi-class sentiment classification. We would also try to
improve the accuracy of our RoBERTa model. New and
interesting methods have been proposed to detect emo-
tion [21] and sentiment [22] by using models such LTSM
and lexicon-based convolutional neural network. We would
also try to explore these models in our future studies. Lastly,
we would try to add more countries in our dataset to
enlarge the scope of this research in order to make it more
wide-ranging and global.
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