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ABSTRACT The Resource-Constrained Project-Scheduling Problem (RCPSP) is an NP-hard problem
which can be found in many research domains. The optimal solution of the RCPSP problems
requires a balance between exploration/exploitation and diversification/intensification. With this in mind,
quantum-inspired evolutionary algorithms’ ability to improve the population and quality of solutions, this
work investigates the performance of a quantum-inspired genetic algorithm (QIGA), which has been adapted
to work with RCPSPs. The proposed QIGA possesses the same structure as classical genetic algorithms, but
the initial and updated populations are implemented using quantum gates and quantum superposition, bearing
in mind the adaptation of such operators to fit with discrete problems. This work aims to solve RCPSPs using
the QIGA to investigate the influence of the various quantum parameters in the proposed algorithm, such
as the quantum population size, different options for the quantum gates and re-combination to use in the
QIGA. The well-known PSPLIB benchmark instances of J30, J60 and J120 activities are used to test the
effectiveness and performance of the proposed QIGA. It is apparent from the results that quantum mutation,
quantum crossover and representation of quantum superposition using quantum gates enhances population

diversity. The QIGA is also found to outperform many other evolutionary algorithms.

INDEX TERMS

Quantum-inspired evolutionary algorithm, resource-constrained project-scheduling

problems, NP-hard problems, genetic algorithm, quantum gates, quantum superposition.

I. INTRODUCTION
Over recent years, researchers have faced difficulties in solv-
ing NP-hard problems, such as the Resources-Constrained
Project-Scheduling Problem (RCPSP) [1], [2], leading them
to propose various innovative algorithms. Numerous opti-
misation algorithms have been developed for solving such
problems, aimed at minimising the duration time (makespan)
while satisfying the precedence and resource constraints. The
classical optimisation approaches (i.e., exact methods), such
as integer programming [2], branch-and-bound (B&B) algo-
rithms [3], and dynamic programming [4], have been found
to be impractical in a large number of cases (i.e., they could
not solve problems with more than 60 activities) [5].
Researchers have therefore been trying to overcome the
solving complexity of the RCPSP with a large number of
activity instances by introducing different approaches, such

The associate editor coordinating the review of this manuscript and

approving it for publication was Francisco Rafael Marques Lima

38488

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

as the use of heuristics, meta-heuristics and hybrid versions.
Although solutions from such algorithms were found to be
valid, they were still unable to guarantee optimal solutions,
mainly when varying the complexity of the instances. More
explanations and details in this regard can be found in [5]-[9].
Not surprisingly, due to this vital shortcoming, researchers
are still proposing new algorithms to improve the solution
quality.

In the last two decades, some promising algorithms have
been inspired by quantum-mechanics concepts, such as stand-
ing waves, interference, coherence, qubits, quantum gates and
superposition of states [10]. These quantum concepts have
been combined with the concepts of evolutionary computing
to produce quantum-inspired evolutionary algorithms [11].
Such algorithms were found to be powerful in solving com-
plex combinatorial and numerical optimisation problems, and
have performed better than their conventional counterparts.
The first quantum-inspired genetic algorithm (QIGA) was
proposed by Narayanan, and Moore [12] and showed the
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feasibility of solving the Travelling-Salesperson Problem.
Han and Kim [13] proposed a genetic quantum algo-
rithm (GQA), then improved it to use parallel calcula-
tions [14]. They also proposed another QIEA [11] to solve
knapsack problems which was found to perform quite
well, even with only one qubit individual. They explained
quantum-computational concepts using quantum mechanics,
adding explanations of interference, probabilistic quantum
representation, qubit individuals and quantum chromosomes.
They also introduced quantum migration and local and
global migration. This was followed by the use of a numer-
ical real coded representation in implementing QIEA for
benchmark optimisation problems by Alfares eral. [15]
and Cruz et al. [16], leading to a reduction in the memory
required, better convergence time and better results than other
algorithms.

There are several advantages of the quantum-inspired
meta-heuristics that motivated us to propose a quantum-
inspired genetic algorithm (QIGA) to solve the RCPSP. (1)
Exponential quantum parallelism using quantum gates can
reduce the search time and improve computational perfor-
mance by computing with all values of a particular vari-
able concurrently; this also improves the quality of the
solution [10], [17]. (2) The representation of individuals in a
population using quantum superposition and quantum gates
leads to (a) more population diversity; (b) a stronger search
capability; (c) better convergence speed and accuracy; and
(d) effective escape from local optima. The small number
of individuals means the algorithm can easily explore the
search space for a global solution even with only one ele-
ment [10], [11], [17]. (3) There is a balance between diver-
sification/intensification and exploration/exploitation [18].

Wang et al. [19] introduced further improvements to the
QIGA with the introduction of a simple determination of
the quantum rotation angle using an auto-adjust rotation
angle; quantum mutation using quantum NOT gates; and a
quantum disaster operation by initialising new chromosomes
randomly. The QIGA has been effective in solving many
complex problems such as: (1) the Travelling-Purchaser
Problem, in which the QIGA outperformed traditional GAs
in terms of solution quality and computation time [20];
(2) the Antenna-Positioning Problem (APP), an NP-hard
binary optimisation problem, in which the QIGA outper-
formed both PBIL and GAs in many benchmarks [21];
(3) real-time scheduling tasks in a multiprocessor environ-
ment, in which the QIGA outperformed its classical coun-
terparts in scheduling accuracy and time in a multi-objective
sense [22]; (4) stochastic job shop scheduling [23]; and
(5) the Double Digest Problem, a fundamental problem in
bioinformatics [24].

The success of the QIGA algorithm in solving the above
problems motivated us to examine the adaptation of QIGAs
for solving the RCPSP. Our main contributions in this
paper can be summarised as follows. (1) A new QIGA is
derived for solving the RCPSP with the implementation of
a local search to accelerate the convergence rate, quantum
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mutation, single-point and two-point quantum crossover, and
various quantum gates such as the quantum rotation gate,
the Hadamard gate and the quantum NOT gate. To our knowl-
edge, this has been previously proposed in the RCPSP con-
text. (2) The paper analyses the effect of different quantum
parameters, such as quantum rotation gates, rotation angles,
and quantum mutation and quantum crossover. (3) The pro-
posed QIGA is tested by solving the well-known PSPLIB
benchmark data sets [25], [26]), with 30, 60 and 120 activ-
ities, containing 480, 480 and 600 problems, respectively.
(4) Comparative experiments are carried out, and the QIGA
found to outperform other evolutionary algorithms.

The paper is organised as follows. A brief review
of the meta-heuristics used to solve the RCPSP and of
quantum-inspired evolutionary algorithms is presented in
Section II. Section III explains the mathematical formu-
lation of an RCPSP. The theoretical background of quan-
tum computing is reviewed in Section IV. This is followed
by adapting a QIGA to solve the RCPSP in Section V.
In Sections VI-IX, we present the experimental results and
discussion, with conclusions presented in Section X.

II. LITERATURE REVIEW
Recently, meta-heuristic algorithms and QIEAs have pro-
duced promising results in solving NP-hard problems.
In tackling RCPSPs, meta-heuristic algorithms demonstrated
improvements in the solutions for most of the problems, but
the optimal solutions for many activities are still not guar-
anteed because of the stochastic nature of these algorithms.
On the other hand, the advantages and quality of the results
demonstrated by the QIEAs have attracted researchers’
attention. QIEAs offered better results in solving NP-hard
problems, such as the Travelling-Salesperson Problem and
knapsack problems [17].

In this section, we present a brief review of the existing
solutions for both types of algorithms.

A. RECENT META-HEURISTIC APPROACHES FOR THE
RCPSP

Blum and Roli [27] have summarised the ways of differ-
entiating and classifying the meta-heuristic algorithms as
follows. (1) A classification based on the origin of the algo-
rithm: ones inspired by nature such as genetic algorithms
(GA) citezhang2008genetic, Particle-Swarm optimisation
(PSO) [28] and Ant-Colony optimisation (ACO) [29]; and
non-natural algorithms such as the Tabu Search and Iterated
Local Search [30]. (2) A classification based on the number
of solutions used at the same time: algorithms that consist
of multiple points in the search space and are evolutionary,
called population-based meta-heuristics; and algorithms that
work on a single solution, called trajectory algorithms [5].
(3) A classification based on how the objective function is
used: dynamic algorithms that modify the objective function
during the search to escape from local minima; and static
algorithms that do not modify the objective function [27].
(4) A classification based on the neighbourhood structures:
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one single neighbourhood structure versus a set of neighbour-
hood structures [31]. (5) A classification based on memory
usage: the use of long-term memory (memory-usage algo-
rithms) or short-term memory (memory-less algorithms) [27].

Recently, Pellerin ef al. [5] classified the meta-heuristics
for solving RCPSPs into three classes: (1) population-based
meta-heuristics; (2) local search meta-heuristics; and
(3) learning meta-heuristics. Of these, population-based
meta-heuristics (such as PSO [28], ACO [29], differential
evolution (DE) [32] and GA [33]) have shown a good per-
formance in solving RCPSPs. Researchers have worked to
obtain the best compromise between these algorithms to pro-
duce high-quality solutions within reasonable computational
times, bearing in mind their adaptability, simplicity of execu-
tion and accuracy. These efforts have resulted in various kinds
of meta-heuristic methods and also hybrid meta-heuristic
methods for solving RCPSPs. For a more detailed discussion,
readers are referred to [5], [9]. These algorithms are usually
evaluated according to objective metrics such as the execution
time and the solution quality, and tested using a set of bench-
mark functions such as J30, J60 and J120 from the PSPLIB.
The meta-heuristic algorithms have performed well, partic-
ularly in reducing the chance of becoming trapped in local
optima. In addition, meta-heuristics have found solutions that
were close to optimal, but the stochastic search characteristics
in these algorithms mean that an optimal solution could not be
guaranteed. Not surprisingly, researchers are still proposing
new algorithms to improve the quality of the solution.

B. QUANTUM-INSPIRED EVOLUTIONARY ALGORITHMS
The first construction of a quantum-mechanical model
for quantum computing was proposed early in 1980 by
Benioff [34], and Feynman [35], [36], who explained the
possibility of simulating quantum principles for computa-
tion using quantum physics. Quantum algorithms were then
developed and formalised by Deutsch in 1985 [37], Shor
in 1994 [38] and Grover in 1996 [39]. Explanations of the
quantum-computational concepts of superposition, qubits,
quantum gates and quantum entanglement can be found
in [40]-[42].

In recent years, many quantum-inspired meta-heuristics
have been developed for solving different complex prob-
lems. The quantum-inspired acromyrmex evolutionary algo-
rithm (QIAEA) [43] outperformed classical GA for different
complex systems of 15 benchmark optimisation functions
each of which was characterised by two-dimensional min-
imisation problems. Other quantum-inspired meta-heuristics
are the quantum-inspired Particle Swarm Optimisation
(QIPSO) [44] and Firefly Algorithm with Particle Swarm
Optimization (QIFAPSO) [45]. These algorithms were able
to solve NP-problems such as the 0—1 knapsack problem and
Travelling-Salesperson Problem better than many traditional
algorithms [17]. Other applications of the QIPSO were in the
design of a superconducting magnetic-energy-storage sys-
tem [46], and in solving J30 of the RCPSP [47]; it was effec-
tive in reducing the makespan. Another quantum-inspired
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meta-heuristics, the quantum-inspired differential-evolution
algorithm (QIDEA), was better than the classical methods
in solving problems such as the N-Queens Problem [48]
and the deep-belief network [49]. The success of such
algorithms motivated researchers to make further modifica-
tions; for example, a hybridisation of quantum-inspired algo-
rithms with classical algorithms (e.g. [S0]-[56]). One such
hybrid algorithm [53] showed its effectiveness in solving the
multi-objective flow shop scheduling problem (FSSP). For
a more detailed discussion on the quantum-inspired meta-
heuristics, readers are referred to [10], [17], [42].

Ill. RCPSP: MATHEMATICAL MODEL

RCPSPs have been extensively investigated since their intro-
duction in 1969 [57]; they are NP-hard combinatorial optimi-
sation problems in the strong sense. Due to the importance
of RCPSPs in real-world applications, huge efforts have been
made to solve them [5], [58].

Each project in the standard version of an RCPSP
comprises a set of activities {jo,ji, ..., Jjn,Jjnt+1} that can-
not be interrupted and are performed sequentially accord-
ing to precedence and resource constraints. An activity is
prevented from starting before its predecessors have fin-
ished; this is known as a precedence constraint. The main
objective of an RCPSP is to minimise the makespan (the
completion time of a project). Duration of activities can
be represented as {d;,,d;,...,d;,, d;,}. Here, we focus
on solving a single-mode RCPSP using resources R =
{R1,...,Rk,....Rg}, Yk = {1,2,...,K}; each activity j
demands a resource ry; for each period. The first and last
activities, jo and j,+1 are dummies, with their durations and
resources set to zero, i.e. dj, =d,,,, =0 and rgj, =rgj,,, =0.

On applying the precedence and resource constraints,
the RCPSP can be summarised as follows.

1) The duration of the project (or the makespan) is to be
minimised by minimising the finishing time of the last

dummy activity, F7j,,:

Minimise FTj, ., . D
2) A successor starting time is always greater than or equal

to the maximum finishing time of its predecessors. This
precedence constraint can be written as

J=Uuj2 b (D)

3) The amount of resources 7y required by activity j must
be less than the available R, for a resource type k.
At any time ¢, for a set of activities J(¢), the resource
constraints can be implemented as

Zrkijk, Vk ={1,2,...,K}. (3)
jel ()

FI; < FTjy1 — d;

4) The finishing times of activities j = {ji1,/2,...,Jjn}
must be non-negative:

FT; > 0. (4)
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IV. BASICS OF QUANTUM COMPUTING

In conventional computations, information is recorded at a
macroscopic level and represented using two logical basis
states; a “0” or “1”. These states form a bit of informa-
tion coded in the current flowing in a circuit: closed for
“0” and open for “1”’. However, quantum computations are
represented at a microscopic level using quantum states. For
example, an atom, according to quantum mechanics, can be
in the ground state or in an excited state, depending on the
absorbed energy. Inspired by quantum mechanics, this allows
information to be represented using Dirac notation: in the
ground state as |0) and in the excited state as |1) [59]. These
are the two basis states that form a qubit [59]. The qubit
stores the quantum information; every qubit results from the
superposition of two or more quantum basis states.

Again from the quantum-mechanical point of view,
the qubit |) is an element of a Hilbert space in which
the quantum atom is located [17]. The square of the wave
function (qubit) is the probability of locating the particle
somewhere. A particular superposition is produced by solv-
ing the linear time-dependent Schrodinger equation

ih%llﬂ) =Hly). &)

Thus, the linear superposition of the individual quantum

states
|0y = |:(1):| and |1) = |:(1):|

can be written as

|w>=a|0>+ﬁ|1>=m. (6)

In addition to the |0) and |1) basis states, the probabil-
ity of the basis states leads to producing mixed quantum
states [11], [24]. « and B are complex numbers that assign
the probability amplitudes of the quantum atom for finding a
qubit in states |0) and | 1), respectively. The probability ampli-
tudes in quantum computing provide a relationship between
the qubits and the results of observations of the quantum
system [17].

A. QUBIT REPRESENTATION
The representation |:a:| forms the ith qubit; if there are n

possible quantum states for the quantum atom, there will be
n complex probabilities for this atom at that location. The
probabilities must satisfy the normalisation condition |«|>+
|82 =1. One important aspect of the quantum-measurement
process is that the probability of outcome |0) is la|? and of
1) is | 8|2. This is the concept of a qubit measurement giving
a single classical bit of information, which collapses from the
1 0
-1

The difference between the memory in classical and quan-
tum computation is that n bits in a classical computation
require 2" binary states to represent them; however, the n
qubits require only n quantum states.

quantum state to one of the two classical states

VOLUME 9, 2021

The eigenvalues of the Schrodinger equation are trans-
formed using the unitary transformation operator U, which
is the solution of the Schrodinger equation:

|w)0utpllt =U |w)input . @)

The unitary transformation can be implemented and decom-
posed using various reversible quantum gates around the
Bloch sphere to manipulate the quantum superposition [60].
The quantum states of the qubits cover the whole Bloch
sphere. Using the spherical-coordinate system (r, 6, ¢);
Figure 1), any quantum state on the Bloch sphere can be
written as

[) = cos (%) |0) + € sin <§> 1), )

where the angle 8 € [0, ] corresponds to latitude on the
Bloch sphere and ¢ €[0, 27] to longitude.

B. QUANTUM GATES

There are several important quantum gates that can be
used to perform the transformation reversibly on a single
qubit [17], [42]. For example, if we want to perform the
identity transformation, no change, on a qubit, we use the

10 .
o1l If we want to rotate a qubit around
the Bloch sphere’s x, y or z axis, we use the respective Pauli

gates
0 1 0 —i 1 0
AL A A R
The Pauli X gate is equivalent to the classical NOT gate [17].
One of the most important transformation quantum gates

is the Hadamard gate [17], which can act on a single qubit or

1
. IO _ 1
multiple qubits: H = iR

identity gate [ =

_} i| We apply the Hadamard

gate to the qubit |0) by multiplying the matrix |:(1)] by H:

wo= L[ 4[]

-5 o

This means, the measurement of qubit |0) using the
Hadamard gate leads to the superposition of the quan-
tum states |0) and |1) in the same proportion. Similarly,
the Hadamard gate maps |1) to %, along the negative x
axis of the Bloch sphere, also having equal proportions of |0)
and |1). The representation of a quantum state on the Bloch
sphere is shown in Figure 1.

Rotation around the Bloch sphere x, y and z axes can be
generated by exponentiation of the Pauli matrices, known as

the rotation gates:
0
cos <§) —isin (§)
(10)

_isin (%) cos (4)

R.(0) =
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FIGURE 1. Geometrical representation on the Bloch sphere of the

qubit |y). The basis qubits |0) and |1) are represented on the z axis as the
north and south poles. The superposition of quantum states can be
represented using the rotation gates with angles ¢ < [0, =] and ¢ € [0, 2x].

_cos <§) —sin (%)
Ry(©0) = ; (11)
. [
sin (5) cos (%)
_e_if 0
RO =% a’%} (12)

These rotation quantum gates, used in the unitary transforma-
tion, increase or decrease the amplitude of the qubit along the
X,y or z axis, respectively.

V. THE PROPOSED QIGA FOR RCPSPs

The procedure of the proposed QIGA is similar to that of
a classical GA but with the implementation of quantum
concepts. As shown in Algorithm 1, QIGA consists of the
initialisation of the quantum population, evaluation according
to the fitness function which requires the conversion of binary
values to their integer representations, selection, quantum
crossover and quantum-mutation operators. To accelerate the
convergence rate, a local search is also utilised. The evolu-
tionary process is continued until a stopping criterion is met,
that is the maximum number of fitness evaluations is reached,
or the algorithm has converged to the best-known solution.
Each component of the proposed QIGA is described in more
detail in the following sub-sections.

A. INITIALISATION
Similar to any population-based algorithm, the QIGA needs
to start with a set of solutions, each of which is of size n+2
variables, (i.e. number of decision variables). The first and
last activities are dummies, with their durations and resources
set to zero.

As mentioned previously, a qubit in the quantum chromo-

%1, The initial population of quantum

B

somes is defined as

38492

Algorithm 1 Quantum Genetic Algorithm for RCPSPs

Set g < 0; FES_)(— %FESmax <~ 50, 000; OPS.

Initialise O = {01, 02, ..., O gps} (see Section V-A).
Convert Q to binary Xp= {})3’1 , })3’2, AU YB,st}.
Convert Xp to its discrete-based representation Xp.

Repair Xp to satisfy all problems constraints; update Xp and
Q, if needed.

Evaluate Xp and update FES.

To every solution in Xp, apply local search (see Section V-D)
and update FES, Xp and Q.

while FES < FESy,.x and optimal solution is not found do
g < g+l

Generate new values for Q;

Apply crossover and mutation operators to generate new
O (Qnew) of size QPS;

Convert Q,,, to its binary-based counterpart Xp ney;
Convert Xp ., to its discrete-based representation
(XD, new);

Repair Xp ;. to satisfy all problems constraints and
update X je and Qpey, if needed;

Evaluate Xp and update FES;

Apply local search to Xp ., and update FES, Xg and Q;
Update Q, Xp, Xp at g + 1

end

chromosomes at generation g =1 with length n+2, is defined
as

—

0i=1{q0.q1,---,qj - Vi={l,2,...,0PS}

(13)

,LIn+l} ’

where each qubit chromosome is of length m and can be
written as

oA o g Qp
qj = |:ﬂl ’32 ﬁm] (14)
To perform the quantum superposition in the initialisation,
three variations with different quantum gates are used.

Option 1: Initialise the population of the ampli-
tudes of the quantum chromosomes of length n + 2,
ie.j = 0,1,2,...,n+ 1, weighting the linear super-
position of all possible states with the same probability

amplitude by multiplying by «/LE:

Ol'/n _L _La”’_ «/Li 15
[M_ﬁw_ﬁbJ{%'()

This can be achieved by multiplying |0) = [(1{| by the
Hadamard quantum-gate matrix.

Option 2: Implement the Hadamard quantum-gate
matrix for the amplitudes of all qubits in the
chromosomes:

_L 1 1 Um _L & + Bm
= A=l h] e
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Option 3: Implement the Hadamard gate and rotation
gate for the amplitudes of all qubits in the chromosomes,
with the Bloch-sphere angle 6 obtained in the range
O, ].

[0 =)
Al ()

]

If |a|> < 0.5, the corresponding binary value is set to 0;
otherwise to 1. This means a binary population of classical
chromosomes X; is produced, such that

~ .
XB’,' = {xo,xl, ...,x,1+1}, Vi = {1,2, ey QPS}. (18)

B. FITNESS EVALUATION AND SELECTION OPERATOR
Evaluating and selecting the individuals in the quantum selec-
tion procedures is the same as in the classical procedures.
The solutions are evaluated through the fitness function,
based on Eq. (1), by minimising the makespan until the opti-
mal or a near-optimal solution is reached Because RCPSPs
are integer-based problems each X B,i 1s converted to its
discrete representation (X p.i) population. This is done by
the default, and well-known, binary-to-discrete conversion
approach. To avoid having redundant activities, which may
appear due to this conversion, all discrete values generated are
sorted in ascending order. The numbering of those activities
is considered the new schedule (X p ;).

As the newly generated X p ; may be infeasible, we apply a
repair method to ensure that both the resource and precedence
constraints are satisfied. This is done through the serial sched-
ule generation method [9]. Elis repii)ring step may require
updating the corresponding Q; and X p ;.

Then, each 7 D.i 18 evaluated based on Eq. (1). To clarify,
the fitness function of X p.; represents the latest finish time
among all activities.

C. QUANTUM RECOMBINATION

It is worthy to highlight that no selection operation, before
applying the crossover operator, is used. The reason for this is
to maintain diversity, especially, when a small population size
(i.e., 10) is used. Having said, elitism is still, that is, the best
solution in each generation is survived to the next one.

The quantum population is updated using quantum gates,
quantum crossover and quantum mutations which, in turn,
results in the production of their corresponding binary and
discrete solutions.

e Updated population options (UPO): The quantum
population at generation g (Q,) is updated to produce
the next generation Q(g+ 1) using the same techniques
as in the initialisation step, applying different quantum
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gates such as rotation gates and Hadamard gates.

[ g+17] 1 g
m = |%m or (19)
< V2 Lea
g+17] g
am U
=H or (20)
i | = 5]
_a;gn+1 g
0)H 21
S)nonfg] e

Quantum crossover: We have examined single-point
and two-point quantum crossovers. To use either
crossover operator, two quantum 1nd1v1duil)s Ql and
Qz are randomly selected to produce Q pqy1 and
Q new,2, such that:

Single-point quantum crossover

Parents
e ale a W]
=[5t wla ] e
o d o ... ay
Q’:[ﬂf Bl #.. {J =
Offspring
o Al o ... dy
Gs= {5 Sl ] e
o ... o ... d
Qnew,j: |:ﬂ]1 ﬂ]j ;z aZ:| (25)
Two-point quantum crossover
Parents
o ai aé... a;!. a;:n 2%
A N I G
ol gl Al g] @
A1 21 h m
Offspring
el .. 0[2‘... o | g
G [/3{ i gl... ﬂ:n] 29
o d|... dl... o
Qnew,' = ! z ‘ il ‘ " (29)
’ [ﬂ{ Boloo Bul..o B

This process continues until all new QPS quantum solu-
tions are generated.

Quantum mutation: The quantum-mutation process is
inspired by the classical GA. The exchange between two
different qubit positions in each quantum chromosome
is performed using a quantum NOT gate:

0 1
Q:L 0} (30)
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With a low mutation rate. The quantum mutation can be
performed as

0 a§1+1 |:0 1i| O[§1+1 51+1 an
rgn-i-l 1 0 ﬁ;g;l+l a;g;l+l '

D. LOCAL SEARCH AND SELECTION
Once the new solutions are generated using the above steps,
each solution is converted to its discrete representation and
hence repaired to satisfy all the constraints. Once the new
population is generated, their fitness values are computed,
and a local search is adopted to enhance its value.

The local search used here is similar to that in [9]. First, all
the activities are sorted in descending order of finishing time.
Then, each activity is shifted to the right as far as possible,
bearing in mind the resource and successor constraints. After
that, all the activities are shifted to left by sorting the starting
times. Subsequently, the corresponding quantum and discrete
vectors are updated.

Finally, the new (quantum, binary and discrete) solutions
replace the old ones, with the best solution from the previous
generation surviving to the next one.

E. TIME COMPLEXITY
Given the steps in Algorithm 1, the time complexity of each
component of QIGA is as follows.

1) The initialisation of each quantum chromosome has a
time complexity of O(2.n.m). This results in a time
complexity equivalent to O(2.QPS.m.n) overall popu-
lations. By focusing only on the dominant terms and
removing any constants, the time complexity for the
initialisation step is O(m.n).

2) Mapping solutions from quantum to binary representa-
tion will have the same time complexity as the previous
step, i.e., O(m.n)

3) Similarly, the time complexity for mapping solutions
to discrete-based ones is O(m.n). Besides, for each
solution, removing any redundant activities which may
appear due to this conversion requires sorting the dis-
crete values in ascending order, then numbering those
activities. This extra step has a time complexity of
O(nlog(n)) for sorting plus O(n) for the numbering
activities after sorting. Hence, by focusing on the domi-
nant term among those three values (O(n log(m)HO(nH-
O(m.n)), the time complexity for this step, per solution,
is O(mn). Note constants are ignored.

4) The previous step may result in infeasible solutions;
making sure that each activity satisfies the precedence
and resource constraints result in time complexity of
O(K .n?)

5) The time complexity of local search, per solution,
is O(2.K .n?) ~ O(K .n?).

6) The fitness function has O(n) complexity.

7) The evolution of solutions per generation is
O(QPS .m.n)+ O(QPS.m.n) (for crossover) + O(QPS.
m.n) (for mutation), in addition to
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O(QPS.m.n) + O(QPS.m.n) + O(QPS.K.n*) +
O(QPS.K .12+ 0(n) for the remaining steps. By focus-
ing on the dominant terms and removing any con-
stants. the evolution step, per generation, has O(K .n%)
complexity. For G generations, the time complexity is
O(G.K .n?).
By summing up all seven steps, focusing on the dominant
terms and removing any constants, we can claim that the
overall complexity, over G generations, is O(G.K .n?).

VI. EXPERIMENTAL WORK

The experimental work was carried out on the PSPLIB bench-
mark instances of the RCPSP using J30, J60 and J120 activi-
ties containing 480, 480 and 600 problems, respectively, each
of which has four resource types [25], [26]. The problems in
the J30, J60 and J120 activities possess different complexity
levels, selected according to three complexity factors [25].
(1) Resource Factor (RF) measures the average proportion of
resources needed for each job: RF = 1 when all resources are
needed for each job; RF =0 when no resources are needed.
(2) Network Complexity (NC) measures the average number
of non-redundant precedence for each activity. (3) Resource
Strength (RS) measures the proportion of resource usage
and availability: RS=1 for a problem with unconstrained
resources; RS =0 highly constrained resources.

To generate the instances and problems in the J30 and
J60 activities, NC € {1.5,1.8,2.1},RF € {0.25,0.5,0.75, 1}
and Rs e {0.2,0.5,0.7,1}. For the J120, the same
parameter levels were set for NC and RF but RS €
{0.1,0.2,0.3,0.4, 0.5} [61].

We evaluated the solution by recording the deviations of
each problem in 15 runs with three different fitness evalua-
tions, 1000, 5000 and 50, 000. The deviation Dev,, for the P
problems in the activities J30, J60 and J120 in each generation
was determined by comparing the best fitness values Fpey,p
with the corresponding lower bounds LBp, as follows:

Fbest,p - LBP
LBp

The average deviation over all three activities, J30, J60 and
J120, was determined as

Dev, = vyp=12,...,P (32)

P

—_— 100
DeVActivity = T ZDEVF %. (33)
p=1

VIl. PARAMETRIC ANALYSIS

To determine the best combination of the quantum parameters
to use in QIGA, we designed experiments using the Taguchi
method [32].

The quantum parameters used were set as follows:
quantum population sizes QPS = 10, 20, 30; and quantum
mutation rates QMR = 0.05, 0.1, 0.2. The initialisation pop-
ulation and updated population options were defined using
the quantum-gate options (Section V-A); rotation angles
RA = n/18, n/6, w/3; and quantum crossover QC
single-point and two-point. The Taguchi method produced

VOLUME 9, 2021



H. M. H. Saad et al.: Quantum-Inspired Genetic Algorithm for Resource-Constrained Project-Scheduling

IEEE Access

TABLE 1. Orthogonal table of 27 combinations of the quantum parameters from the Taguchi method.

Exp. Quantum parameter Mean makespan (6 problems)
QPS RA MR PO UPO J30 J60 J120

1 10 0.05 Optionl Option1 | 60.34968912 | 69.63894858 | 93.45249412
2 10 75 005 Optionl Option2 | 60.34968912 | 64.99431885 | 93.45249412
3 10 0.05 Optionl Option3 | 60.34906250 | 64.99331433 | 93.45268257
4 10 0.1 Option2  Option 1 | 60.34910645 | 64.99307361 | 93.45302863
5 10 % 0.1 Option 2 Option 2 | 60.34910645 | 64.99307361 | 93.45302863
6 10 0.1 Option 2 Option 3 | 60.35073927 | 64.99239647 | 93.45404359
7 10 0.2  Option3 Option 1 | 60.34938930 | 64.99322936 | 93.45233948
8 10 z 0.2  Option3 Option2 | 60.34938930 | 64.99322936 | 93.45233948
9 10 0.2  Option3 Option3 | 60.34911089 | 64.99384153 | 93.45224111
10 20 0.1 Option3  Option 1 | 60.34896671 | 64.99377312 | 93.45285005
11 20 15 0.1 Option 3 Option2 | 60.34896671 | 64.99377312 | 93.45285005
12 20 0.1 Option 3 Option 3 | 60.34824434 | 64.99393285 | 93.45419961
13 20 0.2  Optionl Option1 | 60.34915381 | 64.99393724 | 93.4532943
14 20 % 0.2  Optionl Option2 | 60.34915381 | 64.99393724 | 93.4532943
15 20 0.2  Optionl Option3 | 60.34946360 | 64.99175802 | 93.45478593
16 20 0.05 Option2 Option1 | 60.34867936 | 64.99414353 | 93.45322048
17 20 3 0.05 Option2 Option2 | 60.34867936 | 64.99414353 | 93.45322048
18 20 0.05 Option2 Option3 | 60.35258420 | 64.99455456 | 93.45263729
19 30 0.2 Option2 Option 1 | 60.34894080 | 64.99399791 | 93.45173129
20 30 15 0.2  Option2 Option2 | 60.34894080 | 64.99399791 | 93.45173129
21 30 0.2  Option2 Option3 | 60.34950653 | 64.99351656 | 93.45247877
22 30 0.05 Option3 Option 1 | 60.34932394 | 64.99342259 | 93.45342528
23 30 % 0.05 Option3  Option2 | 60.34932394 | 64.99342259 | 93.45342528
24 30 0.05 Option3 Option3 | 60.35166572 | 64.99405711 | 93.45360293
25 30 0.1 Option I  Option 1 | 60.34890586 | 64.99339636 | 93.45292156
26 30 3 0.1 Option 1 Option2 | 60.34890586 | 64.99339636 | 93.45292156
27 30 0.1 Option 1~ Option 3 | 60.35096127 | 64.99357151 | 93.4527676

27 different combinations (Table 1). Then, QIGA was tested
with each combination of parameters on six test problems,
11, 121, 161, 281, 351, 391. These are the first problems
in instances 2, 13, 17, 29, 36 and 40, respectively, and were
selected based on their complexity as explained in [61].

Note that all experiments were run on a PC with a Core
i7-4790 CPU3.60GHz, 16GB RAM with a 64-bit operating
system and Windows 7 using MATLAB (R2020b) with some
of its functions converted to C++ code by the MATLAB
coder tool.

The 27 combinations of QIGA in Table 1 were tested for
J30, J60 and J120, and produced 27 mean makespan values.
These were used to produce the main effects plots of the
quantum parameters for J30, J60 and J120 (Figure 2).

J30: The response figure (Figure 2a) shows the trend in
each quantum parameter. For J30, the optimal combination
produced by the Taguchi method was: QPS 20; RA 6 =n/18;
QMR 0.2; initialisation population option (IPO): Option 3;
updated population options (UPO): Option 1 or Option 2,
and two-point quantum crossover. Figure 2a reveals that the
makespan decreased when QMR increased. The QPS was
initialised using Option 3, which comprised a Hadamard gate
and rotation gate with small rotation angle. However, it was
updated using Option 1, in which all possible states have
the same probability amplitude (all multiplied by 1/+/2).
As seen in Figure 2a, the makespan decreased when the
rotation angle decreased. Based on the analysis, we conclude
that the final QIGA worked best for solving J30 when QPS =
20, IPO = Option 3, UPO = Option 1 and two-point quantum
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crossover at § = /18 or smaller angles, and QMR = 0.2 or
larger.

J60: The trends in the quantum parameters for the six
problems selected from the activities in J60 are shown
in Figure 2b. The optimal combinations of quantum param-
eters in the QIGA produced by the Taguchi method were:
QPS = 10; RA 6 = w/6; QMR = 0.1; IPO = Option 1;
UPO = Option 3; and single-point quantum crossover. Com-
paring these with the optimal combinations for J30, the QPS
was smaller for J60. Besides, the rotation angle for the lowest
makespan in J60, 7 /6, was larger than the 7 /18 and 7 /36
for J30. For J60, the QPS was initialised using Option 1 and
updated using Option 3 with the higher rotation angle.

J120: The trends in the quantum parameters for the
J120 are shown in Figure 2c. The optimal combinations of
quantum parameters in the QIGA produced by the Taguchi
method for solving J120 were: QPS = 10; QMR = 0.2;
IPO = Option 2; and UPO = Option 1 or Option 2; and
single-point quantum crossover. This means the quantum
population was initialised using a Hadamard gate, then
updated using either a Hadamard gate or Option 1 with the
same probability amplitudes. We can also see in Figure 2c
that the mean makespans increased when using the quantum
rotation gate; the rotation gate and rotation angle are therefore
not the preferred option in solving J120, either in the initiali-
sation or updated population.

Comparing with other meta-heuristics, one of the main
advantages of using quantum-inspired genetic algorithms for
solving the RCPSP was to increase the population diversity
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FIGURE 2. Trends in the quantum parameters in the QIGA for solving the RCPSP, tuned using the Taguchi Method and determined using the first problem

in the instances 2, 13, 17, 29, 36 and 40 from the J30, J60 and J120.

TABLE 2. Average deviation values from optimal makespan obtained from QIGA for J30 with different values of the mutation rate. S:single-point
crossover; D two-point crossover. The smallest deviations and times for solving each problem are highlighted in bold.

No. Combinations Schedules Time (s)
QPS | RA | QMR PO UPO QC | 1000 5000 50,000
1 % 0.2 S 0.24 0.13 0.06 1.1702
2 0.2 D 0.22 0.14 0.06 1.1052
3 0.2 S 0.22 0.15 0.09 1.3960
4 20 0.2 Option 3 | Option 1 D 0.21 0.12 0.07 1.1068
5 % 0.3 S 0.21 0.13 0.06 1.0018
6 0.3 D 0.20 0.14 0.08 1.2125
7 0.4 S 0.21 0.14 0.06 1.1665
8 0.4 D 0.23 0.14 0.08 1.1045

by using quantum gates and quantum superposition in initial-
isation and updated population and using the Not-quantum
gate in the mutation. Using the same probability ampli-
tude by using Egs. (19) or (20) in the initialisation popu-
lation or updated population might lead to lower diversity
than when we use the rotation gate or Hadamard gate in
Eq. (21). However, it was found that other algorithmic com-
ponents, such as the mutation operator, might mitigate this
issue. This was clear from the results obtained for J30 and
J120 when we used Egs. (19) or (20) with a MR of 0.3
(see Figure 2a and 2c).
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VIil. DISCUSSION
In this section, we discuss the influence of the quantum
parameters such as the QPS, RA, QMR and QC on the
average deviation values and the average computational times
of the QIGA for the J30, J60 and J120 at three different fitness
evaluations, 1000, 5000 and 50, 000, with 15 runs carried out.
J30: The average deviations of the optimal combination
for QIGA at 1000, 5000 and 50, 000 schedules were 0.21,
0.12 and 0.07, respectively. The effects of varying QMR
and RA on the average deviation values and the average
computational times for J30 are listed in Table 2. The smallest
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FIGURE 3. Deviation values (x100%) from the lower bound of each problem in the J30 at three different fitness evaluations, 1000,

5000 and 50, 000.

TABLE 3. Average deviation values from optimal makespan obtained from QIGA for J60 with different values of the mutation rate. S: single-point
crossover; D two-point crossover. The smallest deviations and times for solving each problem are highlighted in bold.

No. Combinations Schedules Time (s)
QPS | RA | QMR PO UPO QC | 1000 5000 50,000
1 2 0.1 S 1244 12.16 11.84 11.4716
2 2 0.1 D 1245  12.17 11.86 11.7808
3 10 0.1 S 12.36  12.10 11.80 11.4268
4 10 % 0.1 Option 1 | Option 3 D 12.40 12.16 11.86 11.4982
5 20 0.1 S 1243 12.16 11.86 13.1482
6 20 0.1 D 1246  12.19 11.88 12.2454
7 50 0.1 S 1243 12.16 11.86 13.4587
8 50 0.1 D 12.36  12.15 11.86 13.1883
9 100 0.1 S 1238 12.11 11.77 16.9392

deviations and times per problem are highlighted in bold.
An increase in QMR and a decrease in the RA affected
the quality of the solutions. The smallest deviation in the
50, 000 fitness evaluations was 0.06, with the average com-
putational time per problem 1.0018 seconds when QMR was
set to 0.3 and the single-point crossover operator used. The
smallest deviation after 1000 fitness evaluations was 0.20,
which was obtained with a QMR of 0.3 and a two-point-point
crossover. The decrease in RA to the smaller 6 = /36 pos-
itively affected the deviation values at 50, 000 schedules, for
both the single- and two-point quantum crossovers, although
the variant with RA 6 = /36 was worst in 1000 schedules.
QIGA obtained the smallest deviation (0.12) with 5000 fit-
ness evaluations when QMR was set to 0.2 and a two-point
crossover used.

The deviation values for the 480 problems of J30 using the
QIGA are shown in Figure 3. QIGA was able to converge
quickly to the best-known solutions for the majority of the
test problems. For some problems (83, 87, 89, 145, 210, 240,
246, 292, 403, 407, 410, 419 and 444), it did not reach the
best-known solution at 1000 fitness evaluations but was able
to obtain it at the higher fitness evaluations. On the other
hand, the problems for which QIGA, in solving J30, could not
obtain the optimum value were 122, 125, 128, 139, 243, 244,
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247, 281, 283, 290, 409 and 450. These problems had small
resource strength, RS = 0.2, except for problem 139 for
which RS = 0.5. In addition, these problems had resource
factor RF = 1, except for problems 243, 244, 247 and 409,
for which RF = 0.7. That means the deviations were high for
those problems characterised by highly constrained resources
and employing all resources for each job.

J60: The average deviations for J60, obtained using the
optimal combination RA 6 = 7/6, QMR = 0.1, IPO =
Option 1 and UPO = Option 3, with a single-point crossover
were 12.36, 12.10 and 11.80 at 1000, 5000 and 50, 000 fitness
evaluations, respectively. The average computational time per
problem was 11.4268 seconds. The results of varying QPS
to 2, 10, 30, 50 and 100 are listed in Table 3. The smallest
deviations and times for solving each problem are highlighted
in bold. No large variation in the deviations was noted on
increasing the QPS. However, we can note that the average
deviation at QPS = 100, 50, 000 fitness evaluations and a
single-point crossover decreased to 11.77, but the time per
problem increased to 16.9392 seconds.

The deviation values for the 480 problems of J60 obtained
using the QIGA are shown in Figure 4. Most of the problems
with the small value RS = 0.2 had high in deviations, incon-
sistent with those for J30. The QIGA obtained good-quality
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TABLE 4. Average deviation values from optimal makespan obtained from QIGA for J120 with different values of the mutation rate. S: single-point

crossover; D two-point crossover. The smallest deviations and times for solving each problem are highlighted in bold.

No. Combinations Schedules Time (s)
QPS | RA | QMR PO UPO QC | 1000 5000 50,000
1 10 Null 0.2 Option 2 | Option 1 S 36.30  36.02 35.08 138.7
2 10 Null 0.2 Option 2 | Option 1 D 36.34  36.08 35.13 139.1

solutions but not optimal in the problems with small RS at
1000 schedules; the solutions improved slightly at 50, 000
schedules.

J120: The average deviations for J120, obtained using
the optimal combination QPS = 10; QMR = 0.2; [PO =
Option 2; and UPO = Option 1 or Option 2, with single-point
quantum crossover were 36.30, 36.02 and 35.08 at 1000,
5000 and 50, 000 fitness evaluations, respectively. The aver-
age computational time per problem was 138.7 seconds.

The deviation values of the 600 problems for J120 obtained
using the QIGA are shown in Figure 5. The quality of the
solution depended on RS: deviations were large at smaller
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RS but improved at high values. Overall, for the problems
J30, J60 and J120, the QIGA found difficulties in solving the
problems with small RS and high RF.

IX. COMPARISON WITH STATE-OF-THE-ART
ALGORITHMS

In this section, we investigate the performance of the QIGA
in attaining good solutions compared to the recent techniques
of meta-heuristics and hybrid meta-heuristics. These tech-
niques have been discussed in detail in the articles cited
in Tables 5-7. It is worth noting that this paper aims to
investigate the performance of the quantum-inspired genetic
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TABLE 5. Comparison of the average deviation values for J30 obtained
using the QIGA and some other genetic and hybrid algorithms. The
smallest deviations are highlighted in bold.

TABLE 7. Comparison between the average deviation values for
J120 obtained using the QIGA and some other genetic and hybrid
algorithms. The smallest deviations are highlighted in bold.

TABLE 6. Comparison between the average deviation values for
J60 obtained using the QIGA and some other genetic and hybrid
algorithms. The smallest deviations are highlighted in bold.

Algorithm Schedule

1000 5000 50,000
QIGA (this study) 1236 12.10 11.77
TS-MODE (2020) [32] 11.90 11.21 10.629
Memetic algorithm (2020) [62] - 10.72 10.55
Sequential(SS(FBI)) (2018) [63] 11.38  10.93 10.58
COA (EA(GA(LS) + DEA(LS))) (2017) [9] | 11.30  10.77 10.58
GA -part (ELDRA) (2017) [33] 11.61 11.08 10.71
SABC-PSO (2016) [64] 12.14  11.90 -
EABC-PSO (2016) [64] 12.53  11.98 -
MAOA (2015) [65] 11.67 10.84 10.64
Specialist(PSO-HH) (2014) [28] 11.74  11.13 10.68
PSO+TCO (2013) [66] 12.53  11.03 -
GRASP-FBI-SS (2013) [67] 12.88  12.42 11.96
PSO(FBI) (2013) [79] 12.02  11.33 10.79
SFMA(LS) (2013) [80] 14.58 13.06 -
DPSO - FBI (2012) [69] 11.56  11.00 10.68
GA(FBI) (2011) [81] 13.03 12.73 12.23
GA-priority rule (2011) [73] 13.30  12.74 12.26
GANS(LS) (2011) [71] 11.35 10.53 10.52
JPSO (2011) [73] 12.03  11.43 11.00
Hybrid GA (Neurogenetic)-FBI (2011) [72] 11.51 11.29 -
BCO (2010) [82] 1275 11.48 11.18
EA(LS) (2010) [74] 12.60 11.67 -
GAPSP (2009) [76] 11.72  11.04 10.67
Hybrid GA (2008) [78] 11.56 11.10 10.7

algorithm in solving RCPSPs, not to design new versions
of it. We compare the average deviation values from the
QIGA and the other techniques. This comparison was done
at three fitness evaluations levels, 1000, 5000 and 50, 000.
A comparative summary for J30, J60 and J120, is shown
in Tables 5—7. The results for the other algorithms are taken
from the original articles, except for the GA-priority rule, for
which the results were taken from [73].
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Algorithm Schedule Algorithm Schedule

1000 5000 50,000 1000 5000 50,000
QIGA (this study) 020 0.12 0.06 QIGA (this study) 3630 3602 35.08
TS-MODE (2020) [32] 0.06 001 0.00 TS-MODE (2020) [32] 344 3286 3059
Memetic algorithm (2020) [62] - 0.00 0.00 Memetic Algorithm (2020) [62] - 3276 31.12
Sequential(SS(FBI)) (2018) [63] 0.10  0.02 0.00 Sequential(SS(FBI)) (2018) [63] 3401 3252 3116
QIPSO (2017) [47] 0.47 - _ COA (EA(GA(LS) + DEA(LS))) (2017) [9] | 34.04 3290  31.22
COA (EA(GA(LS) + DEA(LS))) (2017) [9] | 0.04  0.00 0.00 GA-part (ELDRA) (2017) [33] 3459 3336  31.81
GA -part (ELDRA) (2017) [33] 0.17  0.07 0.01 SABC-PSO (2016) [64] 36.15 3528 -
H(SABC-PSO) (2016) [64] 024 0.3 - EABC-PSO (2016) [64] 37.28  36.24 -
H(EABC-PSO) (2016) [64] 028 0.15 - MAOA (2015) [65] 338 3264  31.02
MAOA (2015) [65] 0.17  0.06 0.01 DEA (2015) [83] 3515 33.67 33.14
Specialist(PSO-HH) (2014) [28] 026  0.04 0.01 Specialist(PSO-HH) (2014) [28] 3520 3259 312
PSO+TCO (2013) [66] 0.27 0.14 _ GRASP-FBI-SS (2013) [67] 38.16  37.30 36.32
GRASP(FBI) + SS(FBI) (2013) [67] 0.57 039 0.23 PSO+TCO (2013) [66] 34.87 3401 -
HGA (2012) [68] 1.66 0.78 _ PSO(FBI) (2013) [79] 36.77 35.16  32.89
DPSO - FBI (2012) [69] 036 0.4  0.05 DPSO - FBI (2012) [69] 3495 3334 3219
DEA(LS) (2011) [70] 121 073 0.27 BCO-GA(FBI) (2012) [84] 35.86 3437 33.14
GANS(LS) (2011) [71] 1.83 127 0.71 GA-priority rule (2011) [73] 3993 3849  36.51
HGA (Neurogenetic)-FBI (2011) [72] 013 0.10 - JPSO (2011) [73] _ 3571 33.88  32.89
JPSO (2011) [73] 0.29 0.14 0.04 Hybrid GA (Neurogenetic)-FBI (2011) [72] | 34.65 34.15 -
EA(LS) (2010) [74] 038 0.17 - BCO (2010) [82] 36.29  34.18  33.69
GA (2009) [75] 033 0.19 0.12 EA(LS) (2010) [74] - 34.39 -
GAPSP (2009) [76] 006 0.02 0.01 GA(LS) (2009) [76] 3587 33.03 3144
GA (2008) [77] 0.36 0.23 _ Hybrid GA (2008) [78] 34.07 32.54 31.24
HGA (2008) [78] 027 0.06 0.02 GA - forw.—backw. (2001) [85] 39.36  35.57 _

TABLE 8. Comparison between the mean rank of the QIGA and the
state-of-the-art algorithms obtained using the Friedman test. The
smallest mean rank is highlighted in bold.

Algorithm Mean Rank
QIGA 6.89
TS-MODE 3.33
Sequential(SS(FBI)) 2.28
COA 2.28
GA-part 5.06
MAOA 3.39
PSO-HH 4.78
GRASP(FBI) + SS(FBI) 8.00
GA-priority rule 9.00

For J30, the quality of the solutions obtained by the QIGA
was competitive with many of the other algorithms and bet-
ter than some GAs, HGAs and hybrid meta-heuristics, but
the QIGA was outperformed by some other hybrid meta-
heuristics, one of which, COA [9], is still ranked first in qual-
ity for solving J30. COA was formed from two evolutionary
algorithms (a genetic algorithm and differential evolution).
In addition, the quality of the solution obtained by the QIGA
for J30 was better than the average deviation value obtained
by QIPSO. For J60 and J120, the average deviations obtained
by the QIGA were again competitive with the other algo-
rithms and better than some.

To evaluate the performance of the proposed QIGA in
solving RCPSP, we utilised the Friedman test to calculate
the relative ranks of the state-of-the-art algorithms [86]. This
test is a ranking procedure based on a non-parametric test.
The relative ranks of the state-of-the-art algorithms and the
QIGA for solving the RCPSP obtained using the Fried-
man test are shown in Table 8. As per the Friedman test,
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Sequential(SS(FBI)) [63], COA [9], and TS-MODE [32]
were the first three (least is the best, as this is a minimisation
problem).

Then, we performed a Wilcoxon signed test [86] to
see the difference between the rank of the QIGA and the
rank of those first three algorithms. The P-value of the
Wilcoxon signed test of the three algorithms compared with
the QIGA was found to be 0.008, which is less than 0.05.
Thus, those first three competing algorithms significantly
outperformed the proposed QIGA. Despite such statistically
significant differences, the merit of this paper and thus
the proposed algorithm is undeniable. Although the pro-
posed QIGA could not outperform many competing heuristic
and meta-heuristic approaches, it will unarguably open-up
a new avenue for further research on stand-alone and/or
hybrid quantum-inspired meta-heuristics to deal with com-
plex and larger combinatorial optimisation problems, such as
RCPSP, the Travelling-Salesperson Problem and the job shop
scheduling problem.

Therefore to summarise, QIGA was outperformed by some
hybrid meta-heuristics but was competitive with many of
the other algorithms and better than some GAs, HGAs and
hybrid meta-heuristics. However, there is still room for fur-
ther improvements, which is left for future work.

X. CONCLUSION AND FUTURE WORK

Although many heuristics, meta-heuristic and hybrid
meta-heuristic algorithms have been developed for solving
the RCPSP, no single algorithm has proved to be the best for
all problems, and new algorithms are still being proposed to
improve the quality of the solution. In this paper, we investi-
gated the possibility of adapting the quantum-inspired genetic
algorithm QIGA) to solve RCPSPs. The algorithm utilised
some concepts from evolutionary computation and quan-
tum mechanics (i.e., qubits, quantum gates and quantum
superposition).

‘We analysed the effects of different quantum parameters in
the QIGA, such as quantum population size, quantum muta-
tion rate, and single-point and two-point quantum crossover,
initialised the quantum population using quantum rotation
gates with different rotation angles and the Hadamard gate.
In addition, a local search was used to accelerate the conver-
gence rate and to enhance performance. PSPLIB benchmark
instances of the RCPSP using J30, J60 and J120 were used
to evaluate QIGA. We determined the best combination of
the quantum parameters to use in the QIGA. Furthermore,
we determined the effects of its operators and parameters.

QIGA was found competitive with other algorithms
and better than some, but still not the best. This opens
new research directions for quantum-based algorithms for
RCPSPs, for instance, quantum interference crossover, evolv-
ing the quantum gates using recent and advanced evolu-
tionary algorithms. Adopting the proposed framework with
other population-based approaches is a possible future direc-
tion. The hybridisation of multiple meta-heuristics with
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the quantum-inspired approach is another interesting future
direction.

Also in the future work, we can use some other compu-
tational intelligence algorithms in solving the RCPSP, did
not use before in solving the RCPSP, such as monarch but-
terfly optimization (MBO), earthworm optimization algo-
rithm (EWA), elephant herding optimization (EHO), moth
search (MS) algorithm, Slime mould algorithm (SMA), and
Harris hawks optimization (HHO).
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