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ABSTRACT With the development of deep learning, person re-identification (ReID) has been widely con-
cerned and studied. At present, in practical application, there are three main problems in person ReID: first,
it is difficult to locate the target person because the person is frequently partially occluded in crowed scenes;
second, it is difficult to match the target person due to the similarity of the target person and other pedestrian
features; third, the problem of model performance degradation caused by the large style discrepancies across
domain/datasets. These three problems greatly limit the application of person ReID in real scenes. To solve
these problems, we proposed a person ReID method based on effective features and self-optimized pseudo-
label. Firstly, we designed a feature aggregation module which combines mask channel and pose channel to
accurately extract the global saliency features, so as to solve the occlusion problem; secondly, we designed a
head-shoulder feature auxiliary module to enhance the feature representation of the head-shoulder, so as to
solve the problem of similarity between the target person and other pedestrian features; finally, we designed
a self-optimized pseudo-label training module to improves the generalization ability of the model, so as to
solve the problem of different styles in the cross-domain environment. Extensive contrast experiments with
the state-of-the-art methods on multiple person re-ID datasets show that our method leads to significant
improvement, which prove the effectiveness of our method.

INDEX TERMS Person re-identification, deep learning, saliency feature, head-shoulder feature,
pseudo-label.

I. INTRODUCTION
The task of person re-identification (ReID) is to identify
the target person from a large set collected by multiple
non-overlapping cameras [1]. In recent years, with the devel-
opment of deep learning, person ReID has attracted exten-
sive attention and research [2]–[5], and has made significant
progress in both academia and industry [6], and was applied
to the real scenes, such as stations and supermarkets [7].
However, there are some problems in the practical applica-
tion, mainly including three aspects. The first aspect is the
problem that the target person to be identified is occluded,
which is referred to as the occlusion problem. It includes two
situations in which the target person is occluded by objects
and occluded by other pedestrians, as shown in Figure 1.
In (a), part of the target person to be identified is occluded
by the car; in (b), part of the target person is occluded by
another pedestrian. This is common, especially in crowded
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scenes. The occlusion problem greatly affects the perfor-
mance of person ReID methods and has been widely studied.
The second aspect is the problem that the target person and
other pedestrians have similar features, which is referred to
as the similarity problem. For example, people like to wear
white or light-colored clothes in summer, while people like
to wear black or dark-colored clothes in winter, as shown
in Figure 1 (c). In the strong light, weak light, and low
resolution of the captured image, there is often a serious lack
of clothing feature attributes, which makes it difficult to dis-
tinguish between pedestrians with similar clothing features,
and brings great challenge to person ReID. The third aspect
is the problem of domain style difference caused by cross-
domain, which is referred to as the cross-domain problem.
There is generally a great difference between the styles of the
current application domain and the source domain, resulting
in a decrease in model performance.

Because the model is trained and tested on the specified
dataset, in the actual deployment, there are often significant
differences between the domain and the source dataset due to

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 42907

https://orcid.org/0000-0002-0809-0309
https://orcid.org/0000-0002-4192-5910
https://orcid.org/0000-0002-1857-8164
https://orcid.org/0000-0001-5800-239X
https://orcid.org/0000-0003-0874-7793


M.-X. He et al.: Person ReID by Effective Features and Self-Optimized Pseudo-Label

FIGURE 1. (a) Part of the target person’s body is occluded by a vehicle,
(b) part of the target person’s body is occluded by other pedestrians,
(c) the characteristics of different people are similar.

environmental differences such as lighting, background, and
so on.

At present, most of the methods cannot solve the above
problems well and cannot be deployed to the real scene.
For example, attention-based methods [8]–[11] can eliminate
the influence of background, but cannot cope with the sit-
uation that the target is occluded by other pedestrians. The
part-based method [12]–[15] achieves strong performance by
matching parts to parts, but they require strict alignment in
advance. The pose-based method [16], [17] uses the exist-
ing posture estimators to enhance the corresponding local
features, while the semantic information method [18]–[20]
realizes the matching by defining the persons’ attributes.
However, the two methods mainly rely on the external dec-
oration and the attributes of clothing, and they perform
poorly in the case of similar features and severe attribute
loss. The two-stream network method based on appear-
ance feature extraction stream and part heatmap extraction
stream [21]–[23] take too long inference time and cannot
extract accurate heatmap in crowded conditions. The domain
adaptation method based on unsupervised learning [24]–[28]
transforms the labeled source image into the image with
the target style, while the pseudo-label method based on
clustering [29]–[34] optimizes the network by fine-tuning
the pseudo label through clustering. These methods have
a certain improvement in performance. However, most of
these methods have the problem of label noise or image
noise, which leads to the serious inseparability of positive and
negative sample pairs, resulting in poor retrieval and sorting
results.

To solve the above problems, this article proposes a person
ReID method based on effective features and self-optimized
pseudo-label. The method consists of three parts: the fea-
ture aggregation module combining mask channel and pose
channel, the head-shoulder feature auxiliary module, and the
self-optimized pseudo-label training module. Inspired by the
foreground perception Pyramid [35] and the Mask-guided
method [36], we proposed a feature aggregation module to
solve the occlusion problem. It generates the corresponding
mask-guided heatmap through the mask channel, predicts
the keypoints heatmap of the target person through the pose
channel, and then carries out the weighted fusion of the two
kinds of heatmaps to obtain the saliency heatmap; finally,
two heatmaps are aggregated to generate global features.
Inspired by the feature segmentation method [13] and the

head-shoulder representation method [37], we proposed the
head-shoulder feature auxiliary module to solve the simi-
larity problem. It first uses the head-shoulder positioning
layer to cut the head-shoulder part; then the head-shoulder
features are input into the attention layer to obtain the
head-shoulder feature representation; finally, we enhance
the feature representation of the head-shoulder area by fus-
ing global features and head-shoulder features. Inspired by
clustering-based pseudo-label methods [29]–[32], we pro-
posed a self-optimized pseudo-label training method to solve
the cross-domain problem. Firstly, the distance distribution
of positive and negative samples is modeled by the normal
distribution which can update the mean and variance; sec-
ondly, a momentum updating mechanism is used to maintain
the variables in the global distribution; finally, we adopted
a distribution-based hard-mining loss function to update the
relevant losses in time to optimize the network in each batch.

The main contributions of this article are as follows:
1) A feature aggregation method combining pose channel

and mask channel is proposed to solve the occlusion problem.
2) A head-shoulder feature auxiliary method is proposed

to enhance the feature representation of the head-shoulder to
solve the similarity problem.

3) A self-optimized pseudo-label training method is
designed to solve the cross-domain problem.

The rest of this article is structured as follows: in chapter
two, we introduced the work related to person ReID; in
chapter three, we introduced the method proposed in this
article in detail; in chapter four, we introduced the data sets,
evaluation indicators, tricks used in the experiment, and con-
ducted the ablation study; in chapter five, we carried out a
lot of experiments to prove the superiority of this method; in
chapter six, we summarized and prospected the research work
of this article.

II. RELATED WORK
In recent years, person ReID based on deep learning has
made great progress. However, there are some problems
in the application of real scenes, which greatly limits the
deployment of person ReID in reality. These problems have
attracted extensive attention, and a lot of research work has
been carried out around them.

A. OCCLUSION PROBLEM
The occlusion problem greatly affects the performance
of person ReID methods and has been widely studied.
Attention-based methods [8]–[10] enhance the output fea-
tures and make them focus on the foreground human body,
which has a good performance in eliminating the back-
ground. However, this method cannot eliminate the body
part of other pedestrians, and cannot deal with the situ-
ation that the target person is occluded by other pedes-
trians. Part-based methods use the local-to-local matching
strategy to deal with the problem of incomplete target per-
sons. For example, He and Wang [35] proposed a local
patch-level matching model based on dictionary learning and
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explicit patch ambiguity modeling, and introduced a global
part-based matching model to provide complementary spatial
layout information. But this method requires repeatedly cal-
culating the feature, so the calculation cost is extremely high.
Wang et al. [13] proposed a Part-based Convolutional Base-
line (PCB) network, which outputs convolutional features
composed of several segmental features, and pays attention to
the consistency of each part to solve the occlusion problem.
However, none of these methods can skip the alignment step,
greatly increasing the computational cost, and the alignment
is a challenging task. There is another method based onmask-
guided, it uses person masks containing body shape infor-
mation to help eliminate the background clutter at the pixel
level for person ReID. For example, Kalayeh et al. [21] pro-
posed a model combining human semantic information and
person ReID, which combines the source image and person
masks as input to reduce the influence of appearance changes
such as illumination, posture, and occlusion. There is also
a two-stream network method. For example, Suh et al. [23]
proposed a network composed of an appearance map extrac-
tion stream and a body part map extraction stream, using a
bilinear mapping of the corresponding local appearance and
body part descriptors to get a part-aligned map. Although this
method can solve the occlusion problem, it largely depends
on accurate pedestrian segmentation and takes a lot of time to
infer external cues.

B. SIMILARITY PROBLEM
The features of the target person are similar to those of other
pedestrians, and due to the loss of feature attributes during
camera capture, it brings great difficulty to re-identify pedes-
trians. At present, the popular solution is based on semantic
information, which relies on external attribute information
for identification. For example, Layne et al. [18] defined
15 semantic features, including hairstyle, shirt type, shoes,
and so on, and used support vector machine to obtain various
attribute features and integrated themwith the underlying fea-
tures to achieve better differentiation. Liu et al. [19] described
various attributes of clothing in detail. Shi et al. [20] sug-
gested learning attributes from existing fashion photogra-
phy datasets, including colors, textures, and category labels.
However, this method relies heavily on external attributes,
and some external attributes are accidental. Besides, due
to the low illumination, angle of view, and resolution of
the captured image, the attributes will be seriously lost,
resulting in extremely unstable performance. The part-based
method [12], [13] can also be used to solve the similarity
problem. It extracts local details by dividing features into
several horizontal grids, and achieves strong performance by
matching parts with parts, but they need strict alignment in
advance. Li et al. [38] proposed a multi-position learning
method with head-shoulder part as input, which aims to
solve the problem of person ReID in crowded environment.
However, this method mainly focuses on the change of pose,
and there are few kinds of research on the head-shoulder
part, feature extraction, and feature fusion based on global

representation. It also performs poorly when the target is
physically intact because it requires only the head and shoul-
ders as the input.

C. CROSS-DOMAIN PROBLEM
Due to the differences in style between the practical applica-
tion domain and the model training dataset, the performance
of the model will decline significantly in the application. It is
the most effective solution to annotate each new environment
and retrain the model. However, the cost is too high to meet
the actual situation. At present, the popular solution is the
pseudo-label estimation method based on clustering. The
basic idea of this method is to use the similarity of unlabeled
samples to predict pseudo labels by feature clustering, and
then use the pseudo labels for fine-tuning, to achieve the
purpose of optimizing the network. This kind of clustering
and training process usually alternates until the model is
stable. For example, Ni et al. [39] proposed a relative metric
learning method based on clustering and projection vector
learning; Wu et al. [40] proposed a hierarchical clustering
algorithm for inter-camera and cross-camera shooting, and
Fan et al. [29] added a selection operation between clus-
tering and fine-tuning to improve the optimization effect of
the model. However, these models are usually interfered by
noise pseudo-label. There is the serious inseparability of the
distance distribution of the positive and negative samples, and
there are unsatisfactory distances of small inter-classes and
large inter-classes, which seriously affects the accuracy of
identification results.

III. PROPOSED METHOD
We proposed a person ReID method based on effective fea-
tures and self-optimized pseudo-label in this article, which
provides a solution to the problems encountered in the actual
deployment of person ReID. In this chapter, we will begin
with an overview of our method, then go into detail about
each module in the method.

A. OVERVIEW OF THE PROPOSED METHOD
The overall network structure of the method is shown
in Figure 2, which is divided into three modules: the fea-
ture aggregation module combining mask channel and pose
channel, the head-shoulder feature auxiliary module, and the
self-optimized pseudo-label training module.

Given a person to be queried, the purpose of person ReID
is to recognize all related persons from the massive pedes-
trian gallery by way of feature matching. Therefore, it is
particularly important to accurately extract target features.
In our method, two modules focus on feature extraction,
namely the feature aggregationmodule and the head-shoulder
feature auxiliary module. The feature aggregation module
uses a mask channel to reduce the influence of background
on pedestrian features through pixel-level instance segmen-
tation. However, the mask channel only focuses on the influ-
ence of background, and can’t deal with the situation that the
target person is obscured by other pedestrian’s body parts.
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FIGURE 2. The overall network structure of the method proposed in this article. The global feature is the global feature output by the feature aggregation
module, the head-shoulder feature is the head shoulder feature output by the head shoulder module, and the reid feature is the final extracted target
character feature. HSPM is the head shoulder positioning submodule in the head shoulder feature enhancement module, and HSAM is the head shoulder
attention submodule.

Therefore, we added a pose channel to reduce the effect of
occlusion by other pedestrians through the prediction of key
points of human posture. The results of the mask channel and
pose channel are fused to produce accurate global features.
The head-shoulder feature auxiliary module mainly enhances
the feature representation of the head and shoulders to solve
the similarity problem. Because the head and shoulders con-
tain rich and recognizable features, and the head-shoulder
part is easy to segmentation. The module can assign differ-
ent weights according to the monotonicity of features, and
fuse the head-shoulder features with the output of the global
feature by the feature aggregation module to output the final
features. Through these twomodules, we can get accurate and
recognizable target features. Figure 3 shows the comparison
of the ReId feature map extracted by our feature extraction
method and other feature extraction methods. It can be seen
from the image that our method can extract richer features.

Although we designed an excellent network to extract
person features, there is a large style difference between
the actual application domain and the source domain, which
challenges the generalization ability of the model. Therefore,
we designed a self-optimized pseudo-label training module
based on clustering, so as to adapt to different domain styles.
Different from the common pseudo-label method based on
clustering, our method can realize real-time active network

FIGURE 3. Contrast images of feature maps extracted by different
methods, where (a) Is the input image; (b) Is the pose-based method;
(c) Is the mask-based method, and (d) Is our method.

optimization network by promoting the separation of positive
and negative samples.

Generally, our method mainly focuses on the extraction
of character features and improvement of the generalization
ability of the model, including three aspects of innovation,
which will be described in detail below.

B. FEATURE AGGREGATION MODULE
It is a common situation that the target person is occluded.
However, most methods only focus on eliminating the influ-
ence of the background and ignore the situation that the target
person may be partially occluded by other pedestrians.

Therefore, we designed a global feature aggregation
method combining mask channel and pose channel to solve
the occlusion problem.
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The method consists of three submodules: spatial feature
extraction module, guided heatmap prediction module, and
global feature aggregation module. Firstly, the full convolu-
tional network (FCN) was used to extract spatial features,
and then mask channel and pose channel were used to pre-
dict mask-guided heatmap and pose-guided heatmap. Finally,
the saliency heatmap was generated and aggregated to gen-
erate global features. The structure of the module is shown
in Figure 4.

FIGURE 4. Network structure of feature aggregation module, Lmask and
Lpose is the regression loss function, salience heatmap is the fusion of
mask guided heatmap and pose guided heatmap, and global feature is
the final output global feature of this module.

Traditional neural networks use full connection layer or
average pooling layer to aggregate global features, which
are seriously affected by background and occlusion. For
example, in the crowded scene, the bounding box generated
by the detector for the target person is usually rough and
contains a lot of exterior scene information and occluded
information, which seriously interferes with the subsequent
feature extraction. To obtain a more accurate feature repre-
sentation of the target person, we used a full convolutional
network (FCN) based on ResNet-50 [44] as the backbone of
feature extraction, abandoning all the full connection layers
and retaining only the convolution and pooling layers. At this
time, the FCN can still retain the spatial coordinate infor-
mation, and can achieve the non-interference extraction of
background, occluded features, and target person features.

To reduce the influence of background on person features,
we used a mask channel to obtain the foreground probabil-
ity of spatial features. The output spatial features generate
the mask-guided heatmap of corresponding size through the
mask channel. We regard the spatial feature classification
of the background and foreground person as a problem of
probability prediction. The PSPNet [48] was used to guild the
mask channel to generate the mask-guided heatmap, and we
usedMp ∈ RW×H to denote it, whereW and H are the width
and height of the output feature map, respectively. We used
PSPNet to generate ground truth human mask, and we used
Mgt to denote it. Our purpose is to useMgt for the regression
of Mp, with the regression loss function being Lmsak . The
calculation is as shown in Equation (1).

Lmsak =
∥∥Mp −Mgt

∥∥
F (1)

However, the mask-guided heatmap generated by the mask
channel cannot distinguish the target person from the
occluded person, so we used a pose channel to generate the

heatmap of the target person, which only focuses on the target
person. Similarly, the output spatial features generate the
pose-guided heatmap of corresponding size through the pose
channel. We used CenterNet [47] to guide the pose channel to
generate the pose-guided heatmap. The key points in human
pose estimation include 13 human joints. We used Pp ∈
RW×H×13 to denote a pose-guided heatmap, Pgt∈RW×H×13

to denote the generated ground truth pose heatmap generated
by sampling prediction in CenterNet [47]. Our purpose is to
use Pp to regress Pgt , with the regression loss function being
Lpose. The calculation is shown in Equation (2).

Lpose =
∥∥Pp − Pgt∥∥F (2)

The mask-guided heatmap only focuses on human parts,
and it cannot solve the problem that the target per-
son is occluded by other pedestrians. The pose-guided
heatmap focuses on the identified person. Thus, we fuse
the mask-guided heatmap and the pose-guided heatmap to
generate more accurate saliency heatmap, which can be used
to aggregate the output spatial feature map. Through the
weighted sum operation, the network finally generates a
global saliency feature representation. In training, we used
a softmax cross-entropy loss Lid and a triple loss Ltri. The
calculation of the final loss function is shown in Equation (3).

L = λmaskLmask + λposeLpose + Lid + Ltri (3)

In the experiment, let λmask and λpose be 0.05 and 0.1,
respectively.

C. HEAD-SHOULDER FEATURE AUXILIARY MODULE
The head-shoulder feature auxiliary module can enhance the
head-shoulder feature representation, solve the problem that
the target person is similar to other pedestrian features, and
improve the accuracy of person ReID results. The structure
of the module is shown in Figure 5.

FIGURE 5. The network structure of the head-shoulder feature auxiliary
module, L2 is L2 loss function, HSPM is the head-shoulder positioning
submodule, HSAM is the head-shoulder attention submodule, the global
feature is the output of the feature aggregation module, and Reid feature
is the final output character feature.

We first designed a head-shoulder positioning module to
locate and cut the head-shoulder part of the input image.
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Because different feature mapping channels represent differ-
ent meanings and different feature space positions represent
different semantics, we designed a head-shoulder attention
module to enhance the head-shoulder representation in the
channel and space. It includes a generalized mean pool-
ing, a fully connected layer for dimensionality reduction,
a ReLU activation function, another fully connected layer
for dimensionality raising, and a sigmoid activation function.
It is applied to each horizontal slice and finally connected
to generate a head-shoulder area feature map with the size
of C × 1× 1.

Most of the existing person ReIDmethods directly connect
global features and local features, and ignore the relation-
ship between feature weight and input conditions. To solve
this problem, an adaptive feature weight fusion module is
designed, and different weights are assigned to global and
local features according to the input conditions to carry out
feature fusion. Specifically, if a person’s clothing features
are monotonous, more weight is assigned to the person’s
head-shoulder part. The fusion method of the global feature
and the head-shoulder feature is shown in Equation (4).

f = (w1 ∗ fg)~ (w2 ∗ fh) (4)

where, w1 and w2 are weights, fg represents global features,
fh represents the feature of the head-shoulder area and ∗
represents the element-wise multiplication.

D. SELF-OPTIMIZED PSEUDO-LABEL MODULE
In the actual deployment, the local domain style is usually
quite different from the source domain style, resulting in a
serious decline in the performance of the model. To solve
this problem, the popular method is pseudo-label estimation
based on clustering, but this method is usually interfered by
noise pseudo labels, and the distance between positive and
negative samples is seriously inseparable. Our purpose is to
improve the effect of model optimization in pseudo-label
training by solving the indivisibility of the global dis-
tance between positive and negative samples. Accordingly,
we designed a clustering-based pseudo-label training method
that can be optimized in real-time. In the training process,
a global distance distribution separation method is used to
optimize the network in real-time to enhance the perfor-
mance of the model. The structure of the module is shown
in Figure 6.

The clustering-based method usually includes three steps:
the first step is model pre-training, which aims to use the data
from the source dataset to pre-train the person ReID network
for feature learning; the second step is to assign pseudo label
to the target domain data by clustering them; the third step
is to fine-tune the network with pseudo-label to improve the
generalization ability of the model. The second and third
phases are performed alternately in multiple iterations. In the
third stage, we used triplet-based losses for optimization.

Triple-based loss is calculated for the similarity of samples
by optimizing the distance between the anchor and positive
samples to be less than the distance between the anchor

FIGURE 6. The structure of the self-optimized pseudo-label training
module.

and negative samples. However, it cannot guarantee that the
relative order of the distance distribution of a large number of
sample pairs is correct, so we need to optimize it. We found
that the distance distributions in the person ReID method
were similar to the normal distribution, so we used the normal
distribution to model the distance distribution. In particular,
we assume that the mean and variance at the beginning are
both 2. Meanwhile, we designed an algorithm to promote the
separation of positive and negative sample pairs.

In the training process, instead of searching all samples
at the same time, the convolutional neural network back
propagates the calculated losses in mini-batch to optimize
the network. Based on this, in each batch, we update the
distance distribution of positive and negative sample pairs and
the corresponding loss by changing the distribution parame-
ters. We use N (µ+, σ+2) and N (µ−, σ−2) to represent the
distance distribution of positive and negative sample pairs
respectively. The momentum update formula is shown in
Equation (5) - (8).{

λµ+ + (1− λ)µ+l ⇒ µ+

λσ+2 + (1− λ)σ+2l ⇒ σ+2
(5){

λµ− + (1− λ)µ−l ⇒ µ−

λσ−2 + (1− λ)σ−2 ⇒ σ−2
(6)

µ+l =
1
N+

∑N+

i=1
d+i , σ

+2
l =

1
N+

∑N+

i=1
(d+i + µ

+)
2

(7)

µ−l =
1
N−

∑N−

i=1
d−i , σ

−2
l =

1
N−

∑N−

i=1
(d−i + µ

−)
2

(8)

where λ ∈ [0, 1) is the momentum coefficient. In this exper-
iment, we set it as 0.9, N+ and N− represent the number of
positive and negative sample pairs respectively, di represents
the Euclidean distance of the ith sample pair.

To promote the separation of positive and negative sample
pairs, and to better facilitate the separation of the two distri-
butions, we hoped that the hard samples located in the poten-
tial overlapping areas could also be separated. Therefore,
we used a distribution-based separation loss function of hard
mining to optimize the network. The calculation is shown
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in Equation (9).

L = Softplus
(
µ+ − µ−

)
+ λg

(
σ+2 + σ−2

)
+ LH (9)

LH = λh Softplus(
(
µ+ + kσ+

)
−
(
µ− − kσ−

)
) (10)

where λg and λh are both hyper-parameters used to balance
the importance of mean value and variance. In the exper-
iment, we set them as 0.3 and 0.7, respectively, and k is
the hyper-parameter controlling the hard mining power. The
larger k is, the wider the coverage area is. In this experiment,
we set the value of k as 3.

IV. EXPERIMENTATION
In this chapter, we described the experimental details,
datasets, evaluation indicators, and tricks used in our exper-
iments, and conducted the ablation study to prove the effec-
tiveness of our above improvement.

A. EXPERIMENTAL DETAILS
We use ResNet50 [44] as the backbone of our baseline,
use triplet loss and cross entropy loss to train the network,
and initialize ResNet50 with pre-trained parameters on Ima-
geNet [50]. Set the batch size to 192. In each minibatch,
we randomly sample 16 identities and 4 images. Adjust the
pixels of each image to 256 × 128. The initial learning rate
is set to 3.5e-4, and is reduced by 0.1 at the 40th and 70th
epoch. We use the Adam algorithm [51] for back propagation
to optimize the network.

In our experiment, based on NVIDIA 2080 GPU, we build
a PyTorch deep learning framework with Python 3.7 develop-
ment environment under Linux operating system. All models
were trained and tested in this environment. The models were
trained with 200 epochs.

B. DATASETS
WeusedMarket1501 [42], DukeMTMC-reID [43],MSMT17
[41], occluded dataset and similarity dataset as the evaluation
datasets of this article.

1) MARKET1501
This dataset contains 1,501 pedestrians captured by six cam-
eras and 32,668 detected pedestrian bounding boxes. Each
pedestrian is captured by at least 2 cameras, and there may be
multiple images in one camera. The training set has 751 peo-
ple, including 12,936 images; the test set has 750 people
with 19,732 images.

2) DUKEMTMC-REID
This dataset is collected by 8 synchronous cameras, includ-
ing training set of 16,522 images from 702 people, a test
set of 2,228 images from 702 people, and a search gallery
of 17,661 images.

3) MSMT17
This dataset is collected by 15 cameras and contains
126,441 bounding boxes for 4,101 pedestrians. The train-
ing set contains 1,041 pedestrians with 32,621 bounding
boxes, and the test set contains 3,060 pedestrians with

93,820 bounding boxes. For the test set, 11,659 bound-
ing boxes are randomly selected as query, while the other
82,161 bounding boxes are selected as the gallery.

4) OCCLUSION DATASET
Partial-REID dataset [47] contains 900 images with

60 identities, and each id consists of 5 full-body images,
5 partial images, and 5 occlusion images.

Occluded-REID dataset [45] consists of 2000 images
of 200 occluded persons. Each identity has 5 full-body person
images and 5 occlusion person images with different types of
sever occlusions.

Occluded-Duke MTMC dataset [46] is the largest
occluded person re-id dataset to date. The testing set contains
1,110 identities, including 17,661 gallery images and 2,210
query images. It is more difficult and practical since both
probe and gallery images have occlusions. And it has rich
variations, including different viewpoints and various obsta-
cles, including cars, bicycles, trees, and other peoples.

5) SIMILARITY DATASET
This dataset is the test dataset of similarity experiments with
the images of people with similar features selected from other
datasets. The test set contains 800 images of target persons
with similar features in 80 scenes. Each target person has
5 full-body images and 5 images with different perspectives
and backgrounds.

C. EVALUATION INDICATORS
In this article, we adopted the standard indicator of most
person ReID methods, namely the cumulative matching
curve (CMC) and the mean Average Precision (mAP).

D. DATA AUGMENTATION
The dataset of person ReID is always limited, and it is
impossible to capture every real-scene image. Therefore, it is
necessary to extend the existing training data and improve
the generalization ability of the model. In the experiment,
we used the following methods for data augmentation.

1) RANDOM ERASING AUGMENTATION (REA)
It is a data augmentation method of random erasure. In simple
terms, randomly select an area in the image and mark it
with noise mask. The mask can be black, gray, or random
noise, as shown in Figure 7. Random erasure is a way of
data augmentation, which can reduce the degree of model
overfitting and thus improve the performance of the model.

2) BRIGHTNESS CONVERSION
It is a method to fully simulate different lighting environ-
ments by adjusting the contrast, saturation, and hue of the
image.

E. SELECTION OF TRICKS
This article used several tricks to improve the performance of
our model, as shown below:
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FIGURE 7. (a) Original image, (b) Random erasing augmentation,
(c) Brightness conversion.

1) WARMUP LEARNING
Standard Baseline uses the common step-down learning rate,
with an initial learning rate of 3.5e-4, a total of 120 epochs
are trained, and the learning rate is reduced in the 40th and
70th epochs. However, initializing the network with a large
learning rate may cause the network to vibrate to a suboptimal
space, because the gradient of the initial stage of the network
is large. Warmup’s strategy is to use a gradually increasing
learning rate to initialize the network at the initial stage,
and gradually initialize to better search space. In this article,
we used the simplest linear strategy, that is, the first 10 epochs
gradually increase from 0 to the initial learning rate [48].

2) LAST STRIDE
The last layer convolution of each block in the ResNet50
backbone has a down sampling process, that is, the stride
of the last layer convolution is 2. If a 256 × 128 image is
input normally, the network will output an 8×4 feature map.
In general, increasing size can improve performance. Here,
we change the stride of the last convolution to 1, which does
not need to increase the number of parameters or change the
parameter structure of the model, but will expand the feature
map size to 16 × 8. A larger feature map can extract more
fine-grained features, thus improving the performance of the
model [49].

3) LARGE BATCH SIZE
Using a large batch size can improve the stability of training
and get a better result. Here we change the training batch size
from 64 to 192.

F. ABLATION STUDY
To analyze the effectiveness of individual modules in our
method, we test the performance of each module incremen-
tally. The reason is that each improved method is not com-
pletely independent. Some improved methods are effective
when applied individually, but they may be ineffective or
even negative when being combined. It is difficult to make
a comprehensive analysis because there are too many com-
binations of improvement methods. Therefore, we carried
out ablation studies to prove the rationality of our method
combination. We designed five different network structures:
FCN+ occluded module, FCN+ similarity module, FCN+
pseudo-label module, FCN + occluded module + similarity

module, and FCN + occluded module + similarity module
+ pseudo-label module. We trained and tested them on three
datasets, three times for each test, and took the average values.
The experimental results are shown in Table 1.

TABLE 1. The results of the ablation study.

A→B We added the occluded module based on the base-
line. From Table 1, we can see that the performance of the
three datasets has been improved. This is because the module
can not only reduce the influence of the background, but also
deal with the situation that part of the body of the target person
is occluded, and can accurately extract the characteristics of
the target person.

A→C We added the similarity module based on the base-
line. As can be seen from Table 1, we obtained higher scores
on the three datasets. It shows that our similarity module can
make good use of the features of the head and shoulders to
enhance the person’s feature representation, and better deal
with the situation that the target person is similar to other
pedestrians.

A→D based on the baseline, we added the pseudo-label
training module for optimization. The pseudo-label module
optimizes the network in real-time by promoting the sep-
aration of positive and negative samples in the process of
pseudo-label training. The scores on the three datasets are
all improved, which proves that our pseudo-label training
module can improve the generalization ability of the model.

A→E We added the occluded and similarity modules
based on the baseline. Both of the two modules focus on
feature extraction, and the similarity module further enhances
the representation of head-shoulder based on the output of
the global feature by the occluded module to deal with the
similarity problem. It can be seen from the results that the
score of the combination of the two modules is improved to a
certain extent compared with that of the single module, which
shows the effectiveness of the combination.

E→F Based on occluded and similarity modules, we also
added the pseudo-label module. Based on extracting more
effective features, the model generalization ability is
improved through the self-optimized pseudo-label module
and makes the model more robust. It can be seen from the
table that the performance of the model is at its peak.
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TABLE 2. The experimental results of occlusion problem.

The experiment proves that our three modules are effective
whether used alone or in combination, and the performance
is at its peak when they are combined.

V. ANALYSIS OF EXPERIMENTAL RESULTS
In this chapter, we compared our method with several popu-
lar pedestrian recognition methods, including PTGAN [26],
SPGAN [24], SPReID [21], MaskReID [22], PCB [12] and
PABR [23]. All the methods were trained and tested in the
same environment with the same training strategy. We ver-
ified the ability of our method to solve each problem from
three aspects: occluded problem, similarity problem, and
cross-domain problem.

A. THE OCCLUDSION PROBLEM EXPERIMENT
To verify the effectiveness of our method in the occlu-
sion problem, we trained each method with three large
datasets [41]–[43] and tested each method on three occlusion
datasets. Each test was carried out three times, and the aver-
age values were taken. The experimental results are shown
in Table 2. Figure 8 is a histogram of Rank-1 scores tested on
Occluded-DukeMTMC dataset, which clearly shows the per-
formance comparison of different methods on the occlusion
problem.

It can be seen from Table 2 that PABR and OSNet also
show good performance on the Partial-REID dataset, because
the dataset only includes 600 images from 60 people, and
the occlusion situation is relatively simple. However, as the
size of the test set increases and the occlusion situation

FIGURE 8. After training with different data sets [41]–[43],
the rank-1 score histogram of each method on Occluded-Duke MTMC
dataset.

becomes more abundant, their performance drops severely,
which shows that they cannot handle the occlusion situation
in the actual environment well. The method proposed in this
article can obtain excellent results whether it uses different
data sets for training or testing on different occlusion test
sets. It can be seen that the method can adapt to complex and
changeable occlusion conditions and can effectively solve the
occlusion problem.

B. THE SIMILARITY PROBLEM EXPERIMENT
To verify the effectiveness of our method on the similar-
ity problems, we trained each method on three large data
sets [41]–[43], conducted three tests on our similarity data
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TABLE 3. The experimental results of similarity problem.

FIGURE 9. After training with different data sets [41]–[43],
the rank-1 score histogram of each method on similar data sets.

sets, and took the average values. The experimental results
are shown in Table 3. Figure 9 is the Rank-1 score histogram
of the similarity contrast experiments, which clearly shows
the performance comparison of different methods on the
similarity problem.

Table 3 shows that our method achieved the best result by
using different training sets, which proves that our method
proposed in the paper can solve the similarity problem well.
Although PABR and OSNet methods achieved good results,
they still appear inferior compared with our scores, not to
mention that they need longer reasoning time than ours.

C. THE CROSS-DOMAIN PROBLEM EXPERIMENT
To verify the effectiveness of ourmethodwhen facedwith dif-
ferent domain styles, we used three large data sets [41]–[43]
for experiments. First, we trained on one dataset, and then
tested on the other two datasets. Similarly, we conducted
three experiments for each test and took the average values
accordingly. The results are shown in Table 4. Figure 10 is
the Rank-1 score histogram of the cross-domain experiments,
which clearly shows the performance comparison of different
methods on the cross-domain problem.

As shown in Table 4, our method achieved the highest
score when tested on the other two data sets, regardless of

TABLE 4. The experimental results of cross-domain problem.

FIGURE 10. Rank-1 score histogram of each method on the other two
data sets after training with one data set.

which dataset it was trained on. It is proved that our proposed
method is robust to the cross-domain problem.

Finally, Figure 11 shows a query result of our method in
each group of contrast experiments. From the top 5 of the
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FIGURE 11. Our method uses one query result in each group of
experiments, and each query corresponds to the rank list of top5.

rank list corresponding to each query, it can be seen that our
method has strong robustness and high accuracy.

In general, our method can solve the occlusion problem,
the similarity problem of features between the target person
and other pedestrians, as well as cross-domain problems, and
it has strong robustness.

VI. CONCLUSION
In this article, we proposed a person ReID method based
on effective features and self-optimized pseudo-label. This
method extracts accurate and recognizable features through
the feature aggregation module and head-shoulder feature
auxiliary module to solve the problems of occlusion and sim-
ilarity. We designed a self-optimized pseudo-label training
method to improve the generalization ability of the model
and solve the cross-domain problem. Many contrast exper-
iments on three public datasets and self-designed occlusion
and similarity datasets show that the proposed method is
superior to other advanced methods in most cases, which
proves the superiority of the proposed method. This method
provides a robust scheme for the deployment of person ReID
in reality. In person ReID tasks, the efficiency problem cannot
be ignored. In the future, wewill research the efficiency issue,
and try to improve the detection efficiency of themodel on the
premise of ensuring accuracy.
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