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ABSTRACT With the development of communication networks and the widespread use of mobile terminals,
videos are increasingly shared and distributed among mobile users. During the process, the video is
recompressed to a certain file size on the sending side and sent to the receiving side via the server. This
makes robust video watermark with low complexity to resist recompression attacks become an important
issue to address. The proposed video watermarking method in this article is specially designed for resisting
recompression attacks when quantization parameter (QP) is greatly increased. In the proposed method,
by using the texture information and motion information of video, the invariance of video content under
different quantization parameters could be found to help improve the anti-recompression attack ability of
video watermark. Moreover, the proposed framework does not use a location map which has security risk to
locate the watermark. It aims at finding the optimal location of watermark embedding adaptively according
to the feature of video content itself. The experiment results indicate that the proposed video watermarking
method can not only achieve greater robustness against recompression attack but also effectively limit the
degradation in video perceptual quality.

INDEX TERMS Compressed domain, recompression attack, video watermarking.

I. INTRODUCTION
The rapid growth of fast communication networks and the
widespread use of mobile terminals make videos frequently
shared and distributed among mobile users. During the
process, the video is transferred to the receiver through
the server. Considering the storage pressure of the server,
the bandwidth bottleneck in receiving network, and the per-
formance in receiving terminal equipment, etc., the server
will ask the sender to recompress the video locally until it
meets the requirements of the publishing rules, e.g. format
and the size of video files, and then upload it to the server.
In practical applications, a typical user is more willing to get
a smaller video size by using of increasing the quantization
parameter (QP) greatly during the process of recompression.
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For copyright protection and piracy tracking, a video
is embedded with a unique watermark so that the users
who distribute pirated videos can be identified when piracy
occurs [1], [2]. During the process of recompression, first the
compressed bit stream is uncompressed in raw video using
the decoder. Then, the video is compressed again using the
encoder for different QP values. Since the change of QP,
the compressed domain parameters such as transform coef-
ficient, block structures, and prediction modes may change,
which may destroy the embedded watermark hidder in the
video, while it is more difficult to locate these watermark.
Therefore, video watermark algorithm to resist recompres-
sion attack when QP greatly increases has become an impor-
tant issue to attention.

The watermarks can be embedded before encoding (i.e.
uncompressed-domain watermarking) [3]–[11] or during
encoding (i.e. in-the-loop watermarking) [12], [13], both
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completely compressing each video with the high com-
puting complexity and the poor real-time performance [2].
Besides, compressed-domain watermarking [15]–[36], which
also called out-of-the-loop watermarking, directly embeds
the watermarks into the compressed videos. Compressed
domain watermarking schemes can save massive computing
resources since the watermarks can be embedded into it only
by partially decoding and encoding the video. Therefore, low-
complexity and high real-time compressed domain water-
marking schemes plays an indispensable role in the field
of video watermarking. However, it has its own intrinsic
problems, i.e. poor robustness to attacks, which is the current
research hotspots of the compressed-domain video water-
marking. Robustness-related attacks that video watermarking
have several types of attacks, including normal image pro-
cessing attacks, geometric attacks, temporal synchronization
attacks, malicious tampering attacks, etc [1], [2]. Moreover,
compressed-domain video watermarking must be combined
with the complex video coding standard. Thus, it is more dif-
ficult to resist different types of attacks at the same time [2].
Most of the existing literature focuses on specific types
of attacks according to the requirements of the application
scenario [14]. In practical applications, the recompression
attack is one of the major attacks for compressed domain
video watermarking since it can occur unintendedly dur-
ing the video content adaptation and transmission. There-
fore, designing a video watermarking scheme in compressed
domain which is robust to recompression attack is really
desirable and applicable.

Considerable achievements have been made in many
works [15], [18], [19], [22], [23], [28], [29], [32], [35], [36] on
this problem. Mansouri et al. [15] used number of non-zero
quantization coefficients (NNZ) to determine the embedding
area of the watermark, and adjusts the effect of the watermark
on video quality through a priority matrix. Liu et al. [18] used
BCH syndrome code (BCH code) technique to preprocess the
watermark data, so that the erroneous extracted watermark
can be corrected. During the recompression process, the algo-
rithm can resist the recompression attack with an unchanged
QP, but since the error-correcting ability of the BCH code
is limited, when the QP changes greatly, it can not resist
recompression attack.

Song et al. [19] proposed a watermarking algorithm based
on prediction mode, and the algorithm embedded the water-
mark in 8 × 8 blocks of the I frame to improve the
robustness. Yang et al. [22] also embedded the watermark
by modifying the intra prediction mode. However, these
algorithms [19], [22] cannot maintain robustness when QP
changes greatly since the intra prediction mode is mostly
altered to next prediction mode which may alter after recom-
pression attack [23].

Gaj et al. [28] embedded the watermark in the residual
matrix of 4 × 4 luma transform block ( LTB ), and ensure
the robustness by modifying the 3×3 matrix in the upper left
corner. Dutta and Gupta [29] proposed a blind watermarking
algorithm, which uses the spatio-temporal features of the

video and a random key to select the watermark embed-
ding block. Zhou and Wang [35] proposed a watermark-
ing algorithm based on the spatial domain, embedding the
watermark in 4× 4 LTB by modifying multiple coefficients.
Gaj et al. [36] embedded the watermark in the block with
less motion information in the I frame, and modify the 4× 4
discrete cosine transform (DCT) coefficient to change the
NNZ difference in the consecutive intra predicted frames to
embedwatermark. Gaj et al. [23] embedded the watermark by
changing the intra prediction mode of the video, by grouping
of the intra predictionmodes such away that themode change
due to recompression can be closed within a group, to resist
recompression attack.

During the process of recompression, the change of QP
will change compressed domain parameters, therefore, it is
difficult to find the locations where the watermark embeds,
in further to extract the watermark correctly. In [22], [23],
[28], [29], [32], [35], [36], in order to locate these watermark
in the compressed video watermarking schemes, they embed-
ded the watermark in the specified locations. In these frame-
work, since the detector or the decoder may not find the same
locations due to the changes after recompression or imposed
attacks, they used a location map or an embedding position
template by private key describing embedding location which
is used to find the specified locations where the watermark
embeds. However, these locations are vulnerable to be iden-
tified by attackers [37], [38]. Thus, the security issue is the
major problem in these methods [39], [40].

In practical applications, the video watermarking scheme
can resist recompression attack when QP increases greatly
have more urgent needs and practical significance. The exist-
ing compressed domain watermarking schemes are that they
are fragile against recompression attack when QP increases
substantially [15], [18], [19] or they have security issue since
they need location map when extract watermark [22], [23],
[28], [29], [32], [35], [36]. In this article, we try to to realize
blind extraction without location map to improve the secu-
rity of the video watermark scheme as well as it has good
performance on robustness to recompression attack when QP
increases greatly.

In this work, we propose a robust video watermarking
algorithm against recompression attack in the compressed
domain. In the proposed method, we embedded the water-
mark in the last P frame of the group of pictures (GOP)
structure to reduce drift distortion. Using the texture informa-
tion and motion information of video to find the invariance
of video content to improve the anti-recompression attack
ability. That is to say, the best block to embed watermark can
be selected by the feature of the video content itself instead of
using a location map to locate these blocks. Specifically, suit-
able candidate blocks for watermark embedding are selected
adaptively according to video content feature which is cal-
culated by the residual factor and energy factor and motion
vector entropy. And then the watermark is embedded bymod-
ifying the positive or negative of the first AC coefficient of the
quantization coding after discrete cosine transform (QDCT)
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coefficient of the 4 × 4 watermark embedding block. The
proposed framework is robust against recompression attack
without using original video or location map when extract
watermark. Moreover, it effectively limits degradation in per-
ceptual quality as well.

This article is organized as follows. In Section 2, we per-
form a coding process analysis in video coding and the
motivation of the article. In Section 3, a compressed-domain
robust video watermarking to resist recompression attack is
proposed. Then, experiments and results analysis illustrated
in Section 4. And finally, conclusion are given and discussed
in Section 5.

II. CODING PROCESS ANALYSIS AND MOTIVATION
In video coding, transforming the image in the spatial domain
to the frequency domain will produce some transform coef-
ficients with little correlation, which can be compressed and
encoded, that is, transform coding. In the transform coding
process, the residual information is transformed and quan-
tized to remove the frequency domain correlation, where in
the residual information is calculated as follows.

X (i, j) = cur (i, j)− pred (i, j) (1)

Here, cur(i,j) represents the current value of each pixel,
and pred(i,j) is the predicted pixel value which is obtained by
performing motion compensation on the previously existing
reference frame through predictive coding. After the residual
information X is obtained, DCT transform is performed as
follows.

Y (i, j) = [Cf X (i, j)CT
f ]⊗ Ef (2)

where

Cf =


1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1



Ef =


a2 ab/2 a2 ab/2
ab/2 b2/4 ab/2 b2/4
a2 ab/2 a2 ab/2
ab/2 b2/4 ab/2 b2/4


Here, Ef is a constant matrix, a = 1

2 , b =
√

2
5 . Generally

speaking, the DCT coefficients obtained after DCT transfor-
mation have a large dynamic range. Therefore, quantization
of the DCT coefficients and combination with coding tech-
niques such as entropy coding can effectively reduce the value
space of the signal to achieve better compression. The basic
forward quantization operation is given in (3) as follow.

Z (i, j) = round[Y (i, j)/Qstep] (3)

where, Y(i, j) is the conversion coefficient in matrix Y, and
Z(i, j) is the output quantization coefficient, Qstep is the
quantizer step size which is determined by QP.

FIGURE 1. The relationship between QP and Qstep.

In H.264 encoding, the quantization process must also
complete themultiplication of Ef in the DCT transform, so (3)
can be expressed as:

Z (i, j) = round
(
W (i, j)

PF
Qstep

)
(4)

where,W (i, j) = Cf X (i, j)CT
f , PF is a2, ab/2 or b2/4 depend-

ing on the position (i, j) of the matrix Ef as follows.

PF =


a2 (0, 0)(2, 0)(0, 2)or(2, 2)
b2/4 (1, 1)(1, 3)(3, 1)or(3, 3)
ab/2 otherwise

(5)

In order to avoid any division operations, (4) is converted
as follows.

Z (i, j) = round
(
W (i, j)

MF
2qbits

)
(6)

where

MF =
PF
Qstep

2qbits (7)

qbits = 15+ floor (QP/6) (8)

In (6), Z(i, j) is the value after quantization which is QDCT.
Fig.1 shows the relationship curves of QP and Qstep in H.264 /
AVC [41]. It is expressed that the Qstep will change in a large
range due to the increase or decrease of QP by 1, which
will have a great influence on the value of the quantization
transformation coefficient. As shown in Fig.2, the QDCT
value of a block under different QP compression is given.
When QP is large, the value of QDCT decrease greatly, and
the number of QDCT equal to zero in a block increase greatly.

During the process of recompression, when QP increases
from one value (e.g. QP = 16) to a large value (e.g. QP =
32), the video will lose some details and the bit rate will
be reduced, which lead to lower video quality and enhanced
video distortion, while the compressed domain parameters
such as transform coefficient, block structures, prediction
modes may change, these will affect the embedded water-
mark greatly. Mansouri et al. [15] and Liu et al. [18] are
based on NNZ in a block in order to determine the water-
mark embedding block. When QP increases or decreases
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FIGURE 2. Value of QDCT in a block when compression using different QP.

during the process of recompression, the number of nonzero
transform coefficients (NNZ) in a block gradually reduce
lead to increases difficulty to the location of the water-
mark embedding block. In Song et al. [19], the watermark
embedding block is selected through the prediction mode.
Since the selection of prediction mode is also related to
QP in the coding rules and the change of QP will affect
the prediction mode, it is more difficult to find the water-
mark embedding block. In order to solve this problem, some
researchers [22], [23], [28], [29], [32], [35], [36] proposed
to use location maps to record the locations of watermark
embedding blocks. Although the location map improves the
robustness of the algorithm, it also increases the security risk
of the algorithm, because these location maps are vulnerable
to be identified by attackers. Moreover, in the case of using
location map, their algorithms have acceptable robustness
whenQP increases or decreases in a small range. And some of
them does not present good performance when QP increases
greatly.

In this article, we try to realize blind extraction without
location map to improve the security of the video watermark
scheme as well as it has good performance on robustness
to recompression attack when QP increases greatly. The
three main novelties and contributions in this article are as
follows.

1) Blind extraction without location map. According to
feature of video content, using the texture and motion infor-
mation of the video to find the optimal location of water-
mark embedding adaptively, which improves robustness of
the anti-recompression attack. And without using location
map to extract watermark, it improves security of the video
watermark scheme.

2) Good versatility. Since the method of selection the
optimal watermark embedding blocks is based on the feature
of video content itself, it is not limited by the coding standard
and can be applied to other common video coding standards.
Moreover, the method of finding optimal block of watermark
embedding can be applied to the current mainstream video
watermarking algorithms to furtherly improve the security
and robustness.

3) Low complexity and high real-time performance. The
proposed algorithm is based on compressed domain and
embedding process is simple and fast, which has high

FIGURE 3. Watermarking algorithm framework.

real-time performance and is suitable for large-scale video
distribution applications.

III. PROPOSED METHOD
In this section, the algorithm proposes a robust video water-
marking framework against recompression attack. As shown
in Fig. 3. First, the algorithm uses texture information and
motion information in the last P frame of each GOP to detect
blocks to be embedded in the watermark according to the
video content features. And then, the article describes the
watermark embedding and extraction process, respectively.
The watermark is embedded by changing the amplitude of
the first AC coefficient in the QDCTs of 4 × 4 blocks.

A. SELECT WATERMARK EMBEDDING BLOCKS
Frames are divided into different sizes blocks in the interpre-
diction process, and the reference frame blocks is used to pre-
dict each block. If these reference frame blocks are embedded
the watermark, then the watermark noise will propagate to the
frames which are predicted. Thus, drift distortion will occur
and affect the video quality. The algorithm reduces the drift
distortion by embedding the watermark in the last P frame of
the GOP, because the last P frame of the GOP will not as a
reference frame, this will reduce the influence of the reference
frame due to the modification of the current frame.

In the following, a scheme is proposed for against recom-
pression attack for the interpredicted P-frames based on the
concept of visual sensitive areas. Visual sensitive areas rep-
resent textured and motion-rich blocks which are detected by
the video content. When QP increases significantly, the value
of the QDCT of the blocks in visual sensitive areas changed
dramatically, however, the texture and motion distribution of
the video content itself will not change with the change of QP.
In other words, the blocks in visual sensitive areas still have
more texture and motion information compared with other
areas. When we embed the watermark into these blocks in
the visual sensitive areas, it is easier to locate these blocks
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FIGURE 4. Detect embedded watermark blocks.

when extracting the watermark than other areas. Specifically,
the algorithm uses the texture information of the video to
calculate the residual factor and energy factor through the
QDCTs of the blocks, and fuse the two factors to detect the
visual sensitive area. Then we use the motion vector entropy
(MVE) which is calculated by the motion information to fur-
ther filter these visual sensitive areas, to obtain the watermark
embedded blocks. The flow chart is shown in Fig.4.

The watermark embedding area is calculated by the
QDCTs and motion vectors in the process of video cod-
ing, which contain the texture information and motion infor-
mation of video content. Texture factor related to texture
information contains two indexes: residual factor and energy
factor. Motion factor related to motion information contains
one index: motion vector entropy. In the following operation,
we use 4× 4 block as a basic processing unit.

1) TEXTURE FACTORS
a: RESIDUAL FACTOR(Rf)
In the video encoding process, the information will be con-
centrated into low frequency coefficients and most of the
intermediate or high frequency coefficients are transformed
and quantified to zero. The residual factor is an indicator
used to count the number of the nonzero QDCTs of a 4 × 4
block. In the proposed method, the residual factor represents
the complexity of the texture features of the block. Although
changing QP greatly changes the specific value of the QDCTs
in each block, the distribution of the number of nonzero coef-
ficients is relatively stable. In other words, compared with the
regions with less information, the number of nonzero QDCTs
of the block in the information-rich region is still greater
after being compressed with different QP. The residual factor
defined as in (9).

Rf(i) = ‖C‖0 (9)

where, i represents the ith 4 × 4 block, and C represents a
QDCT coefficient matrix obtained after quantization trans-
form coding of a 4×4 block. ||C||0 is the number of non-zero
elements in vector C. The texture features of visual sensitive

areas are more complex, and their residual factor is generally
greater than the other areas.

b: ENERGY FACTOR(Ef)
Energy factor (Ef) is a concept in the image domain, which
represents the amount of information in a block. In the video
coding process, Ef is the sum of the absolute values of the
QDCTs of a 4× 4 block. In the proposed method, the energy
factor represents the complexity of the texture features of the
block. Although changing QP greatly changes the specific
value of the QDCTs in each block, the energy distribution
of blocks is relatively stable. In other words, the area with
large energy still have large energy after recompression with
different QP. Energy factor defined as in (10).

Ef (i) =
4∑
j=1

4∑
k=1

|c ( j, k)| (10)

where, i represents the ith 4×4 block, and c(j, k)represents the
coefficient of the jth row and kth column of QDCT coefficient
matrix C of each 4 × 4 block.

c: FACTOR FUSION
The appropriate fusion method will based on whether the
features are independent, andwhether their interaction dimin-
ishes or enhances visual sensitive area. In our algorithm,
we note that Rf and Ef are independent with each other,
because that we could imagine a block in the video with low
Rf and high Ef, and vice versa. Also, the area is not only
likely to contain structural mutation area (large Ef), but also
contains areas that are not easily predict from previous frames
(large Rf) when both Rf and Ef are large, The combined
action of Ef and Rf is likely to increase visual sensitive area.
Therefore, our fusion involves both additive and multiplica-
tive combination of Rf and Ef, shown as follows in (11).

S(i) = N [Ef (i)+ Rf (i)+ Ef (i) · Rf (i)] (11)

where, i represents the ith 4 × 4 block, and N represents the
normalization operation. If the texture characteristics of the
area are more obvious, the larger the Rf(i) and Ef(i), the larger
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FIGURE 5. Visual sensitive blocks. (a) Shows the visual sensitive area,
(b) Shows the watermark embedding area.

the S(i) will be. The S(i) in the area with larger values still
have large S(i) values after recompression with different QPs.
The blocks with large S(i) values are more easily noticed by
the human and the content structure is more complicated and
not easily lost during the video transmission process. This
algorithm marks the S(i) = 1 block as S{m=1} and keeps it
as the video sensitive area. The detailed process of video
sensitive areas generation given in Algorithm I. Fig.5 (a)
shows the visual sensitive areas detected by the Algorithm I.

Algorithm 1 : Generate Video Sensitive Areas
Data: Compressed Video
Result: Video sensitive areas
for each the last P frame of eachGOP of the video do /∗ Select
frames ∗/
for each 4× 4 block in a frame do /∗Detect

blocks∗/
Calculate the number of the non-zero QDCT coefficients

in each 4 × 4 block; /∗ Residual factor∗/
Calculate the sum of the absolute values of QDCT

coefficients in each 4 × 4 blocks;
/∗Energy factor∗/

S = Norm(Rf+Ef+Rf·Ef); /∗Factor
fusion∗/

if S = 1then
The current block is marked as S{m=1}

/∗Detect visual
sensitive areas ∗/

else
Skip to the next block;

2) MOTION FACTOR
Themotion vectors (MVs) of a video often records the impor-
tant information of the video scene in the spatio-temporal
neighborhood. MV represents the offset between the current
block and the best matching block in the reference frame. Due
to the motion of the object, the different MVs will be gen-
erated in the corresponding spatio-temporal neighborhood.
Among of them, the MV representing the background area
will appear to be consistent over a large area, and the MV
representing the moving object, especially when the object
motion is more flexible, will be very different from each
other.

FIGURE 6. MV map of the block.

Article [42] used the concept of information entropy to
mark the foreground area through statistical MV. As shown
in Fig. 6, it is a cube centered on a block b (shown in red)
with a size of 4×4. This cube is defined as the causal spatio-
temporal neighborhood of block b, with a size of W×W×L.
Where, W represents the space size, the size is twice the size
of the fovea, L represents the time size, here set to 200 ms.
It is worth noting that all the MVs in the frame are mapped
to 4 ×4 blocks, which is convenient for statistics of motion
information, since the macroblock size is different in video
coding.

The motion information MV in the causal spatio-temporal
neighborhood of 4 × 4 blocks is used to calculate the MVE
of this block [42]. As follow in (12)

MVE (b) = −
1

logN

∑
i∈H(2(b))

n(i)
N
· log

(
n(i)
N

)
(12)

where,

N =
∑

n (i)

In (12), H(• ) is the histogram, i is the abscissa of the his-
togram, which represents the bin index. In bin i, the number
of MVs is counted as n(i). 2(b) represents the motion cube
which is associated with the block b. 1/ log N is used for nor-
malization, so that the maximum value of MVE is 1. Accord-
ing to statistics, the MVE of the foreground in the video is
often greater than the MVE of the background. Therefore,
this motion information entropy can be used to select the
foreground area in the video, which be mark as M{m=1}.

3) WATERMARK EMBEDDING AREA
In order to resist the recompression attack with different QPs,
the algorithm use the invariance of video content, considering
both the richer texture features and the more intense motion
features of the video to select blocks to embed the watermark.
This detailed process is given in Algorithm II. The intersec-
tion of the visual sensitive area S{m=1} and the foreground
area M{m=1} is used to embed the watermark as follows in
(13). The blocks in watermark embedding area are used to
embed watermark. Fig. 5(b) shows the blocks in watermark
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Algorithm 2 : Select Watermark Embedding Block
Data: Compressed Video
Result:Watermark embedding block
for each the last P frame of each GOP of the video do /∗Select
frames∗/

for each 4× 4 block in a frame do /∗Select
blocks∗/

Calculate the motion vector entropy MVE for each block
with MVs;

Mark foreground area asM{m=1}/∗Detect foreground area
M∗
{m=1}/
for each 4× 4 block in a frame do
if Current block is {M{m=1}∩ S{m=1} } then
The current block is marked as B{m=1} /∗Select

watermark embedding block ∗/
else
Skip to the next block;

embedding area detected by the Algorithm II.

B{m=1} = M{m=1} ∩ S{m=1} (13)

B. PROPOSED VIDEO WATERMARKING ALGORITHM
1) WATERMARK EMBEDDING
In order to improve the security of the watermark sequence,
the watermark information need be preprocessed before
embedding the watermark. In gerenal, Arnold scrambling
algorithm is used to encrypt watermark information. First,
the compressed domain video is partial decoding to obtain
MV and QDCT. Then, the 4×4 blocks B{m=1} for embedding
are detected based on the method in section A. Embed the
pre-processed watermark data into the QDCT coefficients of
the block. The results of an element QDCT transform are
DC coefficients and AC coefficients. The algorithm works
on AC coefficients since such coefficients are less sensitive to
embedding error compared to DC coefficients. Finally, all the
QDCTs are entropy encoded to obtain the embedded video
bitstream. The watermark embedding algorithm is described
in Algorithm III, specifically:
Step 1:Use the Arnold scrambling algorithm to preprocess

the watermark sequence.

W = {w(i)| i = 1, 2, · · ·L,w(i) ∈ {0, 1}} (14)

where, L represents the length of the watermark sequence.
Step 2: Detect the blocks to embed watermark using the

method in Section A.
Step 3: Embed the watermark information in the blocks

B{m=1}. For each block in B{m=1}, watermark is embedded
in the first quantized AC coefficient c1 in the block and c1
are modified as follows.

1) If the embedded bit is 1, c1 is modified as follows.{
c1 = c1 + 1 if c1 ≥ 0
c1 = −c1 + 1 if c1 < 0

(15)

2) If the embedded bit is 0, c1 is modified as follows.{
c1 = c1 − 1 if c1 < 0
c1 = −c1 − 1 if c1 ≥ 0

(16)

Algorithm 3 : Watermark Embedding
Data: Unwatermarked Video, pre-processed watermark
Result:Watermarked Video
for each block B{m=1} that satisfies in Alogrithm II do
ifW(i)= 1 then /∗If the watermark is 1, then c1 = positive

number. ∗/
if c1 >= 0 then

c1 = c1+1;
else

c1 = −c1+1;
if W(i)= 0 then /∗If the watermark is 0, then c1 =

negative number.∗/
if c1 < 0 then

c1 = c1 − 1;
else

c1 = −c1 − 1;

Algorithm 4 : Watermark Extraction
Data:Watermarked Video
Result:Unwatermarked Video
for each block B{m=1} that satisfies Alogrithm II do
if c1 >= 0 then /∗Extract watermark∗/
Watermark bit is 1; /∗Extracted watermark bit is 1∗/

else
Watermark bit is 0; /∗Extracted watermark bit is 0∗/

2) WATERMARK EXTRACTION
The extraction operation is shown Algorithm IV. After
entropy decoding, the extraction of watermark is performed
at the decoder. The watermark embedding blocks B{m=1} are
detected according to Section A, and watermark is extracted
in the first quantized AC coefficient c1 in these blocks as
follows. {

w(i) = 1 if c1 ≥ 0
w(i) = 0 if c1 < 0

(17)

IV. EXPERIMENTS AND RESULTS
The proposed algorithm was implemented in the H.264 /
AVC reference encoding software version JM16.0, and per-
formance of this algorithm was tested in the environment
of Matlab2018b. In order to check the effectiveness of the
algorithm, the experiment selects test sequences that satisfy
various scenarios. For example, Mobile and Tennis have
higher texture areas and motion, while Carphone and Claire
sequences have lower texture changes and very little motion.
The specific parameters of the experimental environment
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TABLE 1. Experimental Set-Up

and detailed sequence rates are shown in Table 1. The algo-
rithm mainly evaluates the performance of the watermarking
scheme from the aspects of robustness, visual quality, security
and capacity.

A. ROBUSTNESS ANALYSIS AGAINST
RECOMPRESSION ATTACKS
The main purpose of this algorithm is to use the invariance of
the video content to resist recompression attacks of different
QPs, and to ensure that the embedded watermark will not
be distorted. Therefore, the robustness of the algorithm after
different QP recompression attacks has become an important
evaluation performance index.

To prove the robustness of the watermarking algorithm,
the methods calculate the bit error rate (BER) which is the
probability of error into one bit and similarity (Sim) of the
extracted watermark. These two indicators are defined as
follows:

Sim =

a∑
i=1

b∑
j=1

[
M (i, j)× M̂ (i, j)

]
√

a∑
i=1

b∑
j=1

M (i, j)2 ×

√
a∑
i=1

b∑
j=1

M̂ (i, j)2
(18)

BER =

a∑
i=1

b∑
j=1

[
M (i, j)⊕ M̂ (i, j)

]
a× b

(19)

where M (i, j) and M̂ (i, j) are the original and obtained
watermark information, respectively, a × b is the size of the
embedded data, M (i, j)×M̂ (i, j) represents the multiplication
of the corresponding positions of the two matrices. ⊕ rep-
resents for exclusive OR. Similarity (Sim) and bit error rate
(BER) have been used to evaluate the robustness performance
of data hiding [43], [44]. In this section, Sim and BER are
used for the evaluation of robustness of the proposed work
against recompression attack and compared with the state-
of-the-art literature. The maximum Sim and minimum BER
can be 1 and 0 with the proposed method which has best
robustness to against recompression attack.

Table 2 and Fig. 7 presents comparison of BER of test
video sequences with and without selection of watermark
embedding block, A represents that the watermark is embed-
ded in the candidate blocks which are detected based on the
proposed method, B represents that the watermark embed-
ding block is randomly selected. In the experiments, the
QP = 20 is chosen as the initial QP and the QP of the recom-
pression attack during the recompression procedure is from
16 to 23. In Fig. 7, the horizontal axis represents QP and
the vertical axis represents BER. From Table 2 and Fig. 7,
it is found that the BER using the randomly selected water-
mark embedding block is much larger than embedding the
watermark in the candidate block. Moreover, in the method
of embedding the watermark in the candidate block, after
recompression, the BER increases slowly with the increase
of QP, and the overall value is relatively small. Therefore,
embedding the watermark in the candidate block described in
Section III greatly improves the robustness of the algorithm
against recompression with different QPs.

To verify the effectiveness of the proposed algorithm,
the robustness against recompression of the proposed algo-
rithm is evaluated and compared with [15] and [29].
Fig. 8 shows the comparison between the proposed algorithm
and the article [15]. To ensure the comparability of the algo-
rithms in the experiment, the QP= 24 is chosen as the initial
QP, and the QP of the recompression attack is 26, which are
the same as [15]. In Fig. 8, the horizontal axis represents
video sequences and the vertical axis represents robustness.

TABLE 2. Comparison of BER of Test Video Sequences With and Without Selection of Watermark Embedding Block. A Represents That the Watermark is
Embedded in the Blocks Which are Detected Based on the Proposed Method; B Represents That the Watermark Embedding Block is Randomly Selected
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FIGURE 7. Comparison of BER on different test video sequences:(a)Bus, (b)Foreman, (c)Hall, (d)News, (e)Soccer, (f)Stefan. A
represents that the watermark is embedded in the blocks which are detected based on the proposed method; B represents that
the watermark embedding block is randomly selected.

The formula of robustness is as follows.

Robutness = 1− BER (20)

As can be seen from the Fig. 8 that the robustness of
the proposed algorithm is better than the algorithm [15].
Like article [15], article [18] did not detect the watermark
embedding area through location map, which improves the
security of the algorithm. In article [18], the 4 × 4 blocks of
QDCTs that are not all zero could be selected as watermark
embedding blocks and embedding the watermark by chang-
ing the parity of the QDCTs. Nevertheless, as the change of
QP is larger, the number and value of QDCTs in a 4×4 block
that are not zero changed a lot, the embedding position of the

watermark are easily lost. And the algorithm uses BCH code
to correct the extracted watermark, but the number of error
codes will exceed the error correction ability of BCH code
when the QP changes greatly, therefore, it is unable to resist
recompression attacks when QP increases greatly.

Fig. 9 shows the robustness comparison between the
proposed algorithm and the algorithm [29]. To ensure the
comparability of the algorithms in the experiment, the QP =
28 is chosen as the initial QP, and the QP of the recompression
attack is 30, which are the same as [29]. In Fig. 9, the horizon-
tal axis represents video sequences and the vertical axis rep-
resents robustness. We observed that when QP change from
28 to 30 during the process of recompression, the robustness
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FIGURE 8. Comparing the robustness against recompression attack with
in [15].

FIGURE 9. Comparing the robustness against recompression attack with
in [29].

of the proposed algorithm to resist recompression attack is
better than the algorithm [29].Moreover, the algorithm [29] is
to detect the watermark embedded block through the location
map. The presence of the location map reduces the security of
the algorithm during video transmission. The algorithms [35]
[23] also uses the location map to detect the watermark
embedding block. Article [35] detects the watermark embed-
ding block through the pseudo-random sequence as the key,
and then uses the invariance of the residual coefficient to
embed the watermark. Article [23] embeds the watermark by
modifying the prediction mode of the embedding block. The
robustness of these algorithms is based on the premise that
the location map is not lost and can be completely read by
the recipient without tampering.

In order to verify the robustness of the proposed algorithm
when the QP of recompression increases greatly, the exper-
iment tested the robustness of the six sequences when the
initial QP is 16 and the QP ranges from 8 to 32 during the
process of recompression. As shown in Fig.10, the horizon-
tal axis represents the QP ranges from 8 to 32 during the
process of recompression, and the vertical axis represents
Sim and Robustness, specifically, the blue histogram repre-
sents similarity, and the red histogram represents robustness.
We observed that the algorithm has higher robustness and
similarity when the recompressed QP is unchanged. When
QP decreases, the robustness and similarity can basically
reach more than 90%. When the QP increases gradually,
the robustness and similarity gradually decreases. In the

article [28], [23], in the case of using locationmap, the robust-
ness of the algorithm reduced to around 0.6 when the QP
change from 16 to 32 in recompression. And in article [35],
the robustness of the algorithm reduced to around 0.7 when
the QP change from 16 to 28 in recompression. Based on
above analysis, it is indicated that the proposed algorithm has
good robustness to resist recompression attack even without
using the location map.

B. PERFORMANCE OF VISUAL QUALITY
The actual visual quality of the video sequences Stenfan
and Foreman is shown in Fig.11, in it, (a) and (c) represent
unwatermarked video, (b) and (d) represent watermarked
video. The changes in two image will not be significant
and the human eye is almost imperceptible to the watermark
embedded in the video. The reason of this is that the proposed
method only changes the block in the last frame in a GOP
and modifies one AC coefficient in the block. On the other
hand, the proposed method embeds the watermark in the
vigorous moving and rich texture block of the video and
these blocks will be allocated more coding resources during
the compression process, so that the minor changes can be
ignored.

In order to further prove the performance of visual quality,
the algorithm uses the peak signal-to-noise ratio (PSNR) and
the structural similarity (SSIM) to calculate the degree of
video quality change after embedding the watermark. PSNR
is an evaluation standard that can be derived on the basis of the
mean square error (MSE) to determine the similarity between
two images. The unit of PSNR is db. Generally speaking,
the larger the value of PSNR, the smaller the difference
between the two videos. As follow in (21).

PSNR = 10log2

(
(2n − 1)2

MSE

)
(21)

Among them, MSE is the mean square error, the formula
is as follows.

MSE =

∫ H
i=1

∫ W
j=1 (X (i, j)− Y (i, j))

2

H ×W
(22)

where, H and W represent the width and height of the image,
and X(i,j) represents the pixel value at the coordinates (i,j) in
the image without the watermark embedded. Y(i,j) represents
the pixel value at the coordinates (i,j) in the image after
embedding the watermark.

The structural similarity SSIM formula is as follows:

SSIM (X ,Y ) = l (x, y) ∗ c (x, y) ∗ s (x, y) (23)

where

l (x, y) =
2µxµy + C1

µ2
x + µ

2
y + C1

(24)

c (x, y) =
2ρxρy + C2

ρ2x + ρ
2
y + C2

(25)

s (x, y) =
ρxy + C3

ρxρy + C3
(26)
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FIGURE 10. Sim and robustness against recompression with different QPs on different test video sequences:(a)Carphone, (b)Claire,
(c)Flower, (d)Foreman, (e)Hall, (f)Mobile, (g)Tempete.

In it, l(x, y) calculates ligthness similarity, c(x, y) calculates
contrast similarity, and s(x, y) calculates structural similarity.
µx represents the average brightness of the image without

watermark embedded, µ represents the average brightness
of the image embedded with watermark, ρ2x and ρ2y repre-
sents the variance between the video before the watermark
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FIGURE 11. Comparison of 25th frame of original video and watermarked
video. (a) And (c) Represent unwatermarked video, (b) And (d) represent
watermarked video.

TABLE 3. The PSNRs and SSIM of Different Video Sequences

embedding and after the watermark embedding, ρxy is the
covariance between the video before the watermark embed-
ding and after the watermark embedding.

µx =

∑H
i=1

∑W
j=1 X (i, j)

H ×W
(27)

ρ2x =

∑H
i=1

∑W
j=1 (X (i, j)− µx)

2

H ×W − 1
(28)

ρxy =

∑H
i=1

∑W
j=1

(
(X (i, j)− µx)

(
Y (i, j)− µy

))
H ×W − 1

(29)

C1, C2, C3 are constants. Generally, the value of SSIM is
larger, the similarity between the two pictures is stronger and
the distortion is lower.

Table 3 shows the PSNR and SSIM of different water-
marked sequences when QP is 16. We observed that from
the data in the table that the average SSIM of the video after
watermark embedding is above 98%, and the PSNR are above
40db. This shows that video information changes little after

FIGURE 12. Video sequence embedding capacity.

embedded the watermark, which further proves the algorithm
achieve the better imperceptibility.

To sum up, we can conclude from the PSNR and SSIM that
this method can effectively limits the decrease in perceptual
quality as well.

C. EMBEDDING CAPACITY
The watermark capacity illustrates the number of water-
mark bits embedded in unit time or in a single video. The
video embedding capacity analysis of the proposed method is
shown in Fig. 12, which shows the embededwatermark bits of
average one frame of different sequences. In it, the horizon-
tal coordinate represents different video sequences, and the
vertical coordinate represents the embedded bits of average
each frame. In this method, the embedding capacity varies
according to the video content. The watermark capacity will
increase if the video has vigorous moving and rich texture.
It is common that the watermark capacity, imperceptibility,
and robustness are mutually restricted. According to different
practical requirements, a tradeoff occurs between the capacity
and the visual quality if you want to get a higher embedding
capacity. The proposed method is suitable for practical appli-
cation scenarios with lowwatermark embedding capacity and
high security requirements.

D. OTHER PERFORMANCE ANALYSIS
In this section, the other performance analysis will be
presented in the following. First, blind watermark: In the
proposed method, the original video is not needed during the
process of watermark extraction, whichmakes the application
of this algorithm more extensive and practical; Second, anti-
drift distortion: Since the algorithm embeds the watermark
in the last frame of each GOP, the changes and effects on
the current frame will not spread to the next frame, the drift
distortion is reduced and the robustness of this algorithm
is greatly improved; Third, bit rate variation: Because the
embedding capacity of each frame of video is not much,
and the algorithm is to embed watermark by modifying a
coefficient of some blocks in a frame. Therefore, the actual
video sequence has fewer bits to be changed, and the bit rate
increase is lower, which can meet the limitation of chan-
nel bandwidth. Finally, security analysis: In the proposed
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algorithm, the location of the watermark embedding block
can be automatically generated based on the video content
information, and without additional information such as loca-
tion map or position template, to avoid the risk of location
map being identified by attackers and faces tampered and
loss during transmission. Therefore, the proposed method
not only ensures the robustness of the algorithm, but also
improves the security of the algorithm.

V. CONCLUSION
In the existing literature, the previous watermark schemes
are fragile against recompression attack when QP increases
greatly or they embeds the watermark in the specified loca-
tions while it has security issue since they need location map
where extract watermark. In this work, a robust compressed
domain video watermarking algorithm against recompression
attack with different QPs is proposed. The major contri-
bution of this article is that we have used the texture and
motion information of the video content itself to find the
optimal location of watermark embedding adaptively, the
candidate blocks in the optimal location have better robust-
ness to resist recompression attack than other areas. From
the experiments and results, we can conclude that the pro-
posed scheme improves the robustness against recompression
attack than the existing schemes without location map when
QP increases greatly, while it has better or similar robust-
ness against recompression attack compared to the existing
schemes which have location map. And we realize blind
extraction without location map to improve the security of the
proposed scheme. Besides, the proposed algorithm is based
on compressed domain and embedding process is simple and
fast, which has high real-time performance and is suitable for
large-scale video distribution applications. Finally, since this
algorithm is based on the features of the video content, it is
not limited by the coding standard and can be applied to other
video coding standards. Moreover, the method of finding
optimal block of watermark embedding can be applied to
the current mainstream video watermarking algorithms to
furtherly improve the security and robustness. In the future,
how to combine with the complex video coding standard in
the compression domain to resist geometric attacks is the
main content of our next research.
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