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ABSTRACT The evolution of Advanced Driver Assistance Systems (ADAS) towards the ultimate goal
of autonomous driving relies on a conspicuous number of sensors, to perform a wide range of operations,
from parking assistance to emergency braking and environmentmapping for target recognition/classification.
Low-cost Mass-Market Radars (MMRs) are today widely used for object detection at various ranges (up to
250 meters) but they might not be suited for high-precision environment mapping. In this context, vehicular
Synthetic Aperture Radar (SAR) is emerging as a promising technique to augment radar imaging capability
by exploiting the vehicle motion to provide two-dimensional (2D), or even three-dimensional (3D), images of
the surroundings. SAR has a higher resolution compared to standard automotive radars, provided that motion
is precisely known. In this regard, one of the most attractive solutions to increase the positioning accuracy
is to fuse the information from multiple on-board sensors, such as Global Navigation Satellite System
(GNSS), Inertial Measurement Units (IMUs), odometers and steering angle sensors. This paper proposes
a multi-sensor fusion technique to support automotive SAR systems, experimentally validating the approach
and demonstrating its advantages compared to standard navigation solutions. The results show that multi-
sensor-aided SAR images the surrounding with centimeter-level accuracy over typical urban trajectories,
confirming its potential for practical applications and leaving room for further improvements.

INDEX TERMS Sensor fusion, automotive SAR, environment mapping, ADAS, in-car navigation,
IMU/GNSS integration.

I. INTRODUCTION
Advanced Driver Assistance Systems (ADAS) are electronic
devices developed to enable vehicles to assist or even auto-
mate some driving functions so as to increase safety and
comfort [1]. Examples of ADAS are Adaptive Cruise Control
(ACC), where the vehicle supports the driver by automati-
cally adjusting the speed depending on leading vehicle, Lane
Change Assistant (LCA), watching for traffic when starting
overtaking action, or Cross Traffic Alert (CTA), warning
of approaching vehicles at a junction. As driving becomes
more automated, ADAS leverage heterogeneous sensors such
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as cameras, ultrasonic sensors, lidars and radars to perform
various operations, from the emergency braking for col-
lision avoidance to the environment perception for object
detection and classification [2]. Vehicle-to-Anything (V2X)
technologies allow to augment these sensors by enabling
cooperative mechanisms [3]. Unlike lidars, low-cost Mass-
Market Radars (MMRs) can work at night and in adverse
weather conditions, measure radial distance, velocity and
angular position of remote targets, the latter feature being
enabled by the usage of multiple antennas, i.e., Multiple-
Input Multiple-Output (MIMO) radar systems. Nowadays,
MMRs operate in the W-band (e.g., 76-81 GHz [4], [5]) and
are mostly used for object detection at short, medium or long
range (up to 250 meters), due to their limited performance in
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terms of angular resolution - typically > 1 deg -, range, band-
width and Field of View (FoV), mainly constrained by the
currently available integrated circuits technology, number of
channels, and sensor cost. The combination of these features
limits their performance for high-precision environmentmap-
ping in automated driving [4], [6], although some experimen-
tal demonstrations of radar-only Simultaneous Localization
and Mapping (SLAM) are present in literature [7].

In this context, Synthetic Aperture Radar (SAR) systems
are emerging as one of the most promising technologies
to perform high-resolution imaging of the driving scenario.
Fig. 1 illustrates the list of ADAS-related functionalities
along with the enabling sensors, and shows the potential
SAR application, complementing lidar and camera sensors
for environment mapping and surround view. The envisioned
goal is to identify any kind of static and non-static targets such
as pedestrians, or other vehicles, with much higher accuracy
than existing automotive radars [8]–[11]. The SAR technol-
ogy employs a moving radar sensor synthesizing a large
antenna array by coherently combining different observations
in different positions of the trajectory, as sketched in Fig. 2.
The range resolution remains the same as for conventional
real aperture radars, while the angular resolution increases
proportionally to the synthetic aperture, whose size is a func-
tion of the carrier wavelength, the minimum vehicle-target
distance and the angular sector illuminated by the radar
physical beam [12].

FIGURE 1. Scheme of the sensors used in ADAS. Among the applications,
the surrounding environment mapping can be performed using SAR
systems.

Nowadays, SAR systems are used for many scientific and
military applications, including estimation of hydrological,
biophysical, and geophysical parameters on natural scenar-
ios [13], monitoring of sub-wavelength motions of build-
ings, roads and bridges [14], topographic mapping [15].
The application of SAR techniques to automotive scenarios
recently raised the attention of the scientific community.
Early works in [8], [9], [16] assess the feasibility of
SAR imaging for parking lot detection, by simulations,
in-laboratory tests and preliminary outdoor experiments
respectively, using a 24 GHz Frequency-Modulated Contin-
uous Waveform (FMCW) radar. These works underline the
need of knowing the radarmotion along the synthetic aperture

FIGURE 2. SAR working principle: coherent combination of different
views of the same target, acquired along an arbitrary but known
trajectory (synthetic aperture).

with high precision, analyzing by simulations the effect of
a non-straight motion and proposing simple accelerometer-
and/or gyroscope-based compensations. Another feasibility
study on automotive SAR imaging is in [10], consisting of
a side-looking SAR mounted on a linear rail unit, with the
aim of imaging two parked cars. In [17], an experimental
side-looking SAR system, working at 77 GHz, is mounted on
the vehicle’s rooftop. The looking direction is set to observe
the front-right quadrant of the car, that is at 45 deg from the
direction of motion. The results show the practical applica-
bility of automotive SAR imaging to generate meaningful
radar images of fences, curbs, parking cars, bushes, and house
fronts, at a resolution of 15 cm, using an high-precision
(and expensive) Inertial Navigation System (INS), integrat-
ing high-precision Inertial Measurement Unit (IMU) (i.e.,
accelerometers and gyroscopes) andGlobal Navigation Satel-
lite System (GNSS) data. Further performance investigations
are in [18], where a 77 GHz automotive SAR has been
mounted on a vehicle travelling on straight paths, and in [19]
where a SAR-based parking system is proposed.

An example of sub-THz SAR imaging is provided in [20],
[21], where a 300 GHz operating radar with a bandwidth
of 40 GHz is mounted on a van, slowly travelling along a
linear path, producing high-resolution images of a street and
the surrounding objects. In particular, the obtained images
show the asphalt structure and even street markings, as well
as objects and people on the street. It is highlighted that vital
elements for the achievement of these results are again the use
of very high-quality IMUs and GNSS sensors, combined with
advanced navigation processing to remove any motion error
from radar data, so that image focusing is carried out as if the
vehicle had travelled along a perfectly known trajectory.

Knowledge about instantaneous radar position and ori-
entation is of paramount importance for automotive SAR
systems. Errors in motion estimation (especially along the
ranging direction)make the SAR images to appear at different
positions, rotated and stretched [22]. An imperfect motion
estimate is the result of three factors: (i) the degree of unpre-
dictability of the driver’s maneuvering (slowly varying term);
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(ii) the presence of radar vibrations due to an irregular pave-
ment (fast varying term) and, mostly, (iii) the finite accuracy
of positioning sensors (e.g., GNSS, IMU, etc.). Traditionally,
the residual motion compensation in airborne/spaceborne
SAR systems is performed offline from radar and navigation
data [23] or even from radar data only, leveraging on fixed
targets [24], [25] (phase calibration methods). In particular,
works in [26], [27] show the 3D imaging of the interior of
a Alpine glacier from an aircraft whose flight trajectories
were perturbed by strong wind, exhibiting random oscilla-
tions of several meters within a single synthetic aperture.
One relevant demonstration of the feasibility of SAR imaging
from an aircraft forced to fly strongly irregular trajectories
is in [28], while authors in [29] demonstrated SAR focusing
from circular trajectories. SAR imaging from helicopters and
underwater vehicles [30]–[32] are also cases where trajectory
is never linear and the platform may slow down or speed up
under the action of wind/current (surge).

However, differently from previous works, the main chal-
lenge for automotive systems is to operate in real-time
(or quasi-real-time), as recently pointed out by [33]–[35],
and with cost-effective sensor setups. The estimation of
arbitrary vehicle ego-motions from scratch (especially in
highly-dynamic scenarios) or from inaccurate navigation data
would result in an excessively complex radar-based correc-
tion. Similarly, employing high-performance and high-cost
navigation systems such as Real Time Kinematics (RTK) or
very expensive INS products [36] does not appear practical
in automotive scenarios.

In this regard, the most promising approach considers the
fusion of multiple sensors to perform high-precision tracking
of radar’s position and orientation over time [22], [37], [38].
IMUdata are typically used to augment GNSS in INS systems
[39]–[41]. The fusion of further sensors, available at the ego
vehicle, has been shown to improve both the accuracy and
the robustness of the positioning system [42]. These can be
radars [43], lidars, ultrasonic sensors, camera systems, but
also on-board kinematic sensors such as automotive-legacy
IMUs, odometer or other vehicle monitoring systems. For
the specific automotive SAR application, the most relevant
contribution in this sense is [44], where the authors make use
of the combination of wheel speeds and acceleration sensors
to perform the imaging of a parallel parking bay.
Contributions:
This work focuses on the design and experimental assess-

ment of a multi-sensor navigation algorithm to support auto-
motive SAR imaging for high-resolution mapping of the
driving environment. We consider a vehicle equipped with
both on-board and dedicated navigation sensors, as portrayed
in Fig. 3. We aim to exploit on-board sensors purposely
mounted on the vehicle, typically GNSS, IMU, odometer
and steering angle (Section IV). Additional high-accuracy
dedicated sensors (GNSS and INS) are mounted on radar
to be used as benchmarks for navigation assessment. Radar
and navigation data are jointly processed by the Vehicle
Processing Unit (VPU) to obtain the SAR image. We aim at

FIGURE 3. Vehicle sensor equipment: on-board (orange boxes) and
additional dedicated sensors (blue boxes). Radar and navigation data are
jointly processed by the VPU to obtain the SAR image.

investigating, against extensive experimental data, to what
extent the fusion of multiple on-board sensors can effectively
enable accurate SAR imaging in real driving scenarios. In par-
ticular, we are interested in evaluating whether SAR imaging
can rely on in-car navigation systems to form a meaning-
ful image, or an additional radar-based motion correction is
needed to improve the quality of the environment mapping.

The original contributions of the paper are as follows:

• We propose to support automotive SAR imaging with an
ad-hoc navigation system based on a Bayesian tracking
filter for fusion of multiple and heterogeneous sensors.
In particular, we integrate GNSS, IMUs, wheel-based
velocity sensors and a steering angle sensor, by an
Unscented Kalman Filter (UKF), for real-time imple-
mentation.

• We assess the proposed sensor fusion enabled SAR
imaging by exploiting experimental data collected in a
dedicated acquisition campaign. Tests have been con-
ducted using a purposely re-adapted, fully equipped
commercial vehicle driving with moderate-to-low speed
(up to 25 km/h, limited by radar equipment) over
non-straight trajectories in urban environments. SAR
images are obtained with the well-known Time Domain
Back-Projection (TDBP) focusing algorithm, which is
standard for high-quality SAR imaging in remote sens-
ing applications whenever the assumptions of straight
trajectory and constant speed cannot be retained, as here
[27], [28], [45]. The results demonstrate that the
proposed multi-sensor tracking technique definitively
improves the quality of the SAR images, evaluated
by means of reference targets of known shape and
dimensions, compared to standard navigation solu-
tions. We show how the accuracy of a commer-
cial automotive-legacy IMU+GNSS platform, rigidly
mounted on the radar’s equipment thus providing a
proprietary INS solution, is not enough in detecting
sub-meter vehicle motions, leading to defocused SAR
images. Conversely, the integration of on-board sensors
by the proposed navigation filter enables the SAR imag-
ing system to map the surrounding environment with a
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centimeter-level accuracy, without any additional phase
calibration method.

• We show that, on the non-straight trajectories used for
testing, the proposed SAR ad-hoc navigation method
from on-board sensors attains the same performance of
a further, ad-hoc processing of IMU and GNSS data
from the dedicated on-radar IMU+GNSS platform. This
result suggests that, for typical urban routes, there is
no need of additional automotive-compliant sensors to
operate SAR systems, but it is enough to exploit in-car
sensors, provided that and ad-hoc processing unit is used
for data fusion and imaging. Even if numerous open
challenges remain open, we are now able to identify a
set of future research directions.

Organization:
The paper is organized as follows: Section II describes

the navigation algorithms employed in this work; Section III
details the SAR signal processing method; Section IV
describes the experimental data acquisition campaign;
Section V reports the results of SAR imaging while
Section VI draws the conclusions and discusses the open
challenges.
Notation: Bold upper- and lower-case letters describe

matrices and column vectors. The complex conjugate of a
scalar/vector/matrix is indicated with (·)∗. Matrix transposi-
tion is indicated as (·)T. 1N denotes a column with all entries
equal to 1. R is the symbol for the set of real numbers.
Operator ‖·‖2 represents the Euclidean norm.

II. RADAR NAVIGATION
Section I outlined the need for high-precision tracking of the
position and orientation of the radar equipment. In is impor-
tant to point out that, for automotive SAR, this requirement is
not on absolute positioning over the whole vehicle trajectory,
but rather on the relative radar’s motion over the synthetic
aperture distance (up to 1 m in this work). To perform such
a tracking, three reference systems are needed, as illustrated
in Fig. 4. The first one, referred as navigation reference
system (superscript n), is fixed with respect to the Earth and
centered in a suitable geographic point to describe the radar

FIGURE 4. Reference systems used for tracking the radar equipment, with
the vehicle position in the n-system and the rotation angles of the
b-system with respect to n-system.

motion. The second reference system is vehicle-fixed with
axes originated from the vehicle Center of Gravity (CoG),
and it is usually referred to as body reference system (super-
script b). Finally, the third reference system is radar-fixed,
centered and aligned with the radar antenna. In this section,
we focus on tracking the position, velocity and orientation of
the b-system (vehicle) with respect to the n-system, assuming
that the radar sensor is rigidlymounted on the vehicle, i.e., its
position and orientation can be retrieved from the vehicle one
with a known (fixed) roto-translation, that depends on the
radar mounting position from vehicle’s CoG. In this setting,
experimentally verified in Section V, vehicle tracking (nav-
igation) is practically equivalent to the tracking of the radar
equipment.

Based on the above assumption, the instantaneous 3D posi-
tion of the vehicle can be expressed in the n-system as:

pn =
[
pnx p

n
y p

n
z

]T
∈ R3×1. (1)

Vehicle orientation can be described by the Euler angles,
i.e., the rotation angles of the b-system around xn, yn

and zn axes, which are called pitch, roll and yaw/heading,
respectively [41]:

ηb = [ϑ φ ψ]T . (2)

For tracking applications, it is convenient to represent these
angles by the equivalent unit quaternions [40]:

qb = [q0 q1 q2 q3]T ∈ R4×1,

∥∥∥qb∥∥∥
2
= 1, (3)

which generalizes the concept of complex numbers to
describe a 3D rotation of the b-system with respect to the
n-system.

In the following, we first describe the conventional
approach for navigation by IMU+GNSS integration, then
we propose an ad-hoc method which fuses further available
sensors to optimize the navigation performance for the SAR
imaging purpose. The first approach is standard in com-
mercial INS devices, for 3D navigation applications (e.g.,
Unmanned Aerial Vehicles (UAV), cars, etc.), while the sec-
ond is suited to a multi-sensor integration scenario, where the
vehicle travels over planar trajectories and the SAR imaging
is 2D.

A. IMU+GNSS INTEGRATED NAVIGATION
As conventional approach for in-car navigation, we consider
the fusion of IMU and GNSS data by a Bayesian filter,
that tracks the 3D position pnk , the 3D velocity vnk =
[vx,k , vy,k , vz,k ]T and the orientation qbk of the vehicle at time
t = kT , with T the sampling time of the sensors. To simplify
the notation, we drop the superscripts (n and b) indicating
the reference system, and we denote the vehicle state to be
tracked as:

θk =
[
pTk vTk qTk

]T
∈ R10×1. (4)

The state transition from time k−1 to time k is modelled by a
non-linear function f(·), that describes the evolution from the

35602 VOLUME 9, 2021



D. Tagliaferri et al.: Navigation-Aided Automotive SAR for High-Resolution Imaging of Driving Environments

state θk−1 to the next one θk , as the result of a set of control
inputs uk−1 and a process noise wk :

θk|k−1 = f (θk−1,uk−1,wk) , (5)

in which wk ∼ N (0,Cw,k ) is zero mean, Gaussian-
distributed with a time-varying covariance matrix Cw,k . The
control input uk−1, for the specific problem at hand, consists
in the 3D acceleration and 3D angular velocity measured
by the IMU in its local reference system, here assumed
to be aligned with the the b-system, that is affected by
slowly time-varying biases and noise. By using IMU mea-
surements as input to the state evolution, the change in posi-
tion, velocity and orientation is directly modeled in terms
of the inertial measurements. The term wk accounts for
the IMU measurement noise (see [40] for further details).
Notice that the IMU bias is one of the most detrimental
parameters affecting the performance of a tracking filter. For
both accelerometers and gyroscopes, the bias can be split
into a constant component, varying from run to run (turn-on
bias), and a time-varying component, varying over periods of
order aminute (bias instability). Typically, automotive-legacy
IMUs (of cost 50− 500 $) are characterized by a turn-on bias
> 0.1 m/s2 and a bias stability > 0.01 m/s2 for accelerome-
ters and by> 25×10−3 deg/s and> 5×10−4 deg/s, respec-
tively, for gyroscopes [41]. For reference comparison, for an
aviation-legacy IMU (with cost in the order of 100000 $),
the previous values can be three or four orders of magnitude
less. A thorough review of IMU parameters and performance
in navigation can be found in [41], [46]–[48].

The navigation state θk is embedded in a set of noisy
observations:

zk = h (θk ,nk) , (6)

where h(·) is a generic non-linear function and nk
denotes the measurement noise, modelled as zero-mean,
Gaussian-distributed with time-varying covariance matrix
Cn,k . The set of observations comprises the measurements
of 3D position, 3D velocity and heading from GNSS, here
modelled as, respectively:

zgnssp,k = pk + ngnssp,k ,

zgnssv,k = vk + ngnssv,k ,

zgnssψ,k = ψk + n
gnss
ψ,k . (7)

where nk = [ngnss,Tp,k ,ngnss,Tv,k , ngnssψ,k ]
T. Notice that the covari-

ance of the observation noise, Cn,k , is typically time-varying
as the GNSS accuracy varies according to the movement and
the specific scenario (e.g., urban vs. rural areas).

B. SAR AD-HOC MULTI-SENSOR INTEGRATED
NAVIGATION (SAR-MIN)
To improve the navigation performance in SAR application,
since the vehicle/radar motion is constrained to a planar tra-
jectory and the SAR focusing is 2D (i.e., along the range and
cross-range dimensions), we reduce the tracking to the 2D

domain. In addition, we take advantage of the availability of
multiple heterogeneous sensors, that are typically integrated
in the car. We thus propose to track the 2D vehicle position
pk =

[
px,k py,k

]T
∈ R2×1, the planar velocity vk , the heading

ψk and the heading rateωk , represented by themodified state:

θk =
[
pTk vk ψk ωk

]T
. (8)

The state evolution is here chosen to follow the Constant
Turn Rate and Velocity (CTRV) model [49] to best repre-
sent the dynamics experienced in the experimental campaign
(Section IV), characterized by slowly-changing velocities and
moderate heading rates.

As concerns the set of observations, we consider to inte-
grate the GNSSmeasurements,N > 1 on-board IMUs (given
the problem at hand, only gyroscopes are considered), four
wheel-based velocity sensors and the wheels’ steering angle
sensor:

zgnssp,k = pk + ngnssp,k ,

zgnssv,k = vk + n
gnss
v,k ,

zgnssψ,k = ψk + n
gnss
ψ,k ,

zgyroω,k = ωk1N + bω,k + ngyroω,k ,

zwheelv,k = vk14 + nwheelv,k ,

zsteerγ,k = tan−1
(
Ly
ωk

vk

)
+ nsteerγ,k , vk 6= 0 (9)

where we assume the N gyroscopes (e.g., N = 3 in
Section IV) to be all equally oriented with the vehicle
(b-system) and we indicate with bω,k ∈ RN×1 their slowly
time-varying biases. In (9), Ly denotes the wheelbase, i.e., the
distance between the centers of the frontal and rear wheels.
Notice that the model for the steering angle sensor applies
only for non-null (or non-negligible) velocities [50].

Bayesian tracking of vehicle/radar dynamics based onmul-
tiple in-car sensor integration is implemented using an UKF
filter [51] applied to the dynamics and measurement models
above introduced; implementation details are omitted as they
can be derived from the mentioned models.

As it will be shown in Section V, the proposed approach
allows to obtain a much less sensitive tracking with respect
to IMU biases compared to standard IMU+GNSS solutions.
The result is an overall smoother trajectory, that largely
improves SAR focusing.

III. RADAR SIGNAL PROCESSING
MMRs can be classified according to the application as [4]:
(i) long-range radars, for narrow-beam forward looking appli-
cations (e.g., ACC); (ii) medium-range radars, mostly for
CTA; (iii) short-range radars for proximity sensing, as obsta-
cle detection and parking aid (see Fig. 1). Each of these
categories has some features limiting the application to
environmental mapping, mostly related to the low angular
resolution (> 1 deg), which is ruled by the real aperture of the
MIMO radar, or to the short range/moderate bandwidth [4].
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Although high-performance High-End Radars (HERs) were
designed to overcome MMRs limitations, their costs is pro-
hibitive for mounting on private cars [6]. This section briefly
reviews the signal processing of standard automotive MIMO
radars (MMR and HER), and then presents the proposed
approach for SAR imaging, highlighting the advantages over
conventional radar imaging.

A. AUTOMOTIVE RADAR SIGNAL PROCESSING
The typical automotive radar is a FMCW system transmitting
a modulated chirp signal in W-band (76 - 81 GHz) [52].
During the chirp duration, Tp, the carrier frequency is linearly
increased from the starting frequency f0, up to f0 + B, where
B is the radio-frequency bandwidth. The transmitted signal,
repeated every Pulse Repetition Interval (PRI), is therefore:

s(t) = cos(2π f0t + πKt2) (10)

where K = B/Tp is the chirp rate and t is commonly referred
to as fast-time. The dechirp-on-receive operation mixes the
transmitted signal s(t) with the received signal, a delayed
and attenuated version of s(t), to generate the beat signal.
Neglecting high-frequency components, filtered out before
digitalization, the beat signal is:

sB(t;TD) = α s(t − TD) s(t)

= α cos(2π f0TD + 2πKTDt − πKT 2
D), (11)

where α comprises the path-loss and the scattering of the
target, and the frequency of the beat signal is function of the
two-way propagation delay between sensor and target:

TD =
2R
c
, (12)

where c = 3 × 108 m/s and R is the distance between of
target from the sensor. The last phase term in (11) is the
so-called residual video phase, peculiar of FMCW archi-
tectures. As this term depends on the delay squared, it is
generally negligible for short-range radars.

The matrix of radar’s raw data refers to the beat signals,
function of the fast-time t , associated to the superposition of
all the target echoes collected at each PRI, known as slow-
time τ :

dRAW (t, τ ) =
∑
`

sB(t;T
(`)
D (τ )) (13)

where the index ` refers the `-th target. Notice that the
two-way delay TD is function of the slow-time τ .
The first processing step for a standard FMCW radar is

the Range-Compression (RC) of the raw data dRAW (t, τ ),
consisting of a proper filtering to produce a sharp peak in
correspondence of the signal delay. RC data are obtained
through: (i) a Fourier transform along the fast-time t dimen-
sion of the raw data dRAW (t, τ ); (ii) a scaling factor on the
the beat frequency f , i.e., f = Kt and (iii) the removal of the
residual video phase by a phase rotation with exp(+j2πKt2).

For a single echo sB(t;TD) in (11), the RC signal is thus equal
to [52]:

sRC (t;TD) = SB(f ;TD)
∣∣
f=Kt exp(+j2πKt

2)

= α Tp sinc [B(t − TD)] exp(j2π f0TD) (14)

where SB(f ;TD) is the Fourier transform of sB(t;TD) and
sinc [x] = sin(x)/x. For the superposition of echoes (13),
RC data matrix is therefore:

dRC (t; τ ) =
∑
`

sRC (t;T
(`)
D (τ )). (15)

From (14) it follows that the range resolution ρR for a standard
automotive radar is dictated by the width of the main lobe of
the sinc function, approximated as:

ρR ≈
c
2B

[m], (16)

where the factor 2 accounts for the two-way propagation of
the signal. Considering a W-band radar with 3 GHz band-
width, as the one used here in the experimental campaign in
Section IV, ρR ≈ 5 cm. The angular resolution is set by the
physical antenna aperture, A:

ρψ ≈
λ0

2A
[rad], (17)

where λ0 denotes the carrier wavelength.
In MIMO radar systems, the angular resolution is achieved

by processing the echoes generated by a single transmitter
and collected by an array of receivers. This is commonly
referred as multi-channel processing, where each Tx-Rx pair
constitutes a single channel. For a linear, half-wavelength-
spaced MIMO radar, (17) depends on the number of anten-
nas N . For instance, an array of N = 64 elements, with λ0/2
uniform spacing (A = Nλ0/2), the achievable resolution is
approximately 0.9 deg.

B. SAR PROCESSING: TIME DOMAIN BACK-PROJECTION
The goal of the automotive SAR imaging presented herein is
to resolve the 2D (or possibly 3D) positions of targets with
finer accuracy compared to standard MIMO radars. The core
is the focusing stage, which aims at coherently processing
echoes collected at different positions along the vehicle tra-
jectory. SAR resolves targets in the cross-range dimension
and translate data from fast- slow-time domains to a Cartesian
reference system.

The strongly non-straight nature of typical automotive
trajectories calls for a TDBP-based focusing algorithm,
which yields an exact reconstruction of the observed space,
given the precise knowledge of the vehicle motion along
the synthetic aperture, at the price of being computationally
expensive [45]. For a single-antenna radar, the 2D imaging
by TDBP consists of a 2D correlation between the radar data
dRC (t; τ ) with the expected 2D response of a theoretical target
from each coordinate pair (x, y) (pixel) in the sensed region
of the image (Fig. 5):

I (x, y) =
∫∫

dRC (t; τ ) s∗RC (t;TD(τ ; x, y)) dt dτ, (18)
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FIGURE 5. Sketch of the quantities involved in the TDBP integral
computation.

where TD(τ ; x, y) is the two-way propagation delay between
any given point of the radar trajectory at time τ and the 2D
grid coordinates (x, y). Its expression is:

TD(τ ; x, y) =
2R(τ ; x, y)

c

=
2
c

√
(x−px(τ ))2+(y−py(τ ))2+(h− pz(τ ))2

(19)

where px(τ ), py(τ ) and pz(τ ) denote the radar antenna coordi-
nates at discrete time τ , obtained from the tracking filter, and
h represents the height of the focusing plane from ground.
From (14) and (18), it is straightforward to observe that the
TDBP is composed by three steps: (1) an interpolation of
the RC data along the fast-time axis t by means of the sinc
function in (14); (2) a phase rotation to the carrier frequency
f0 by means of exp(−j2π f0TD); (3) a summation over the
slow-time axis τ (i.e., along the synthetic aperture).

Eq. (18) can be extended to the general MIMO case to
form the multi-channel image, as coherent sum of the images
I (ch)(x, y) obtained from each Tx-Rx pair:

I (x, y) =
∑
ch

I (ch)(x, y). (20)

While the range resolution remains the same of real aperture
radars (Subsection III-A), the angular resolution of a SAR
system is obtained as the resolution of an ideal equivalent
array of length equal to the processed synthetic aperture As,
as

ρSARψ ≈
λ0

2As sin(ψs)
[rad], (21)

whereψs is the so-called squint angle with respect to the radar
direction of motion (i.e., vehicle motion) such that ψs = 0
deg along the track (Fig. 5). The resolution of the SAR system
is maximum for ψs = 90 deg and degrades as ψs → 0
for a fixed synthetic aperture As. The corresponding linear
resolution in the direction of motion at a given maximum
range Rmax is

ρy ≈ ρ
SAR
ψ · Rmax [m]. (22)

The synthetic aperture length As is usually chosen as a
trade-off between the desired resolution at a given maximum
range and the computational burden. For example, for a
system operating around 77 GHz, a linear resolution in the
direction orthogonal to sensor trajectory of 5 cm for a target
50m away from the radar is obtainedwith a synthetic aperture
length of around 2 m. The resolution gain compared to a
real aperture radar, whose size at 77 GHz is limited to one-
to-few cm, is evident. Table 1 summarizes the performance
of current MMRs, HERs and SAR systems for automotive
applications. SAR systems do not necessarily need to employ
a huge number of antennas, allowing the use of low-cost
devices, at the price of a more sophisticated processing.

It is worth observing that, in principle, a relative range
error of λ0/4 within the synthetic aperture As (e.g., due to
inaccurate motion estimation) is enough to negatively affect
the focusing in (18). In automotive SAR applications, with
the radar working in W-band, the previous considerations
would theoretically push for a mm-scale accuracy in nav-
igation within the aperture As, to track both macro-scale
and micro-scale motions (e.g., vibrations), which cannot
be achieved with typical automotive sensors and real-time
approaches. However, Section V demonstrates the feasibility
of automotive SAR imaging in typical urban scenarios with
an affordable, cm-accurate navigation.

C. STRIPMAP SAR PROCESSING
ForW-bandMIMO radars, the size of the antennas is compact
and thus it implies a wide FoV, i.e., physical beam. This
means that, for each radar’s position along the trajectory,
the TDBP integral (18) must be computed on a huge number
of points of the Cartesian grid, leading to an unbearably
computational burden for automotive scenarios. To address
this issue, we propose to limit the computation (18) to a
sub-set of angles of arrival, ψ , enforced with a spatial filter
W (ψ(τ ; x, y)), reducing the radar’s FoV. The method, whose
principle of operation is sketched in Fig. 6, is commonly
referred to as stripmap SAR processing [53], and the TDBP
integral (18) becomes:

I (x, y) =
∫∫

W (ψ(τ ; x, y))

× dRC (t, τ ) s∗RC (t;TD(τ ; x, y)) dt dτ. (23)

If, on one side, the computational complexity of the method
is strongly reduced, narrowing the radar FoV, and thus the
processed beam, implies that each target can be illumi-
nated only along a shorter synthetic aperture, Astrips , and the
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TABLE 1. Performance parameters of current MMRs, HERs and SAR systems for automotive.

FIGURE 6. Stripmap SAR: by limiting the processed beam to a portion of
the physical one, the compuational burden associated to TDBP is strongly
alleviated at the expense of a reduction in angular resolution by a factor
Astrip

s /As.

angular/linear resolution decreases accordingly by a factor
As/A

strip
s . A thorough discussion on the computational bur-

den of SAR focusing algorithms and their comparison goes
beyond the scope of the paper, but some guidelines and
possibilities are reported in Section VI.

D. PULSE REPETITION FREQUENCY AND MAXIMUM
VELOCITY CONSTRAINT
In addition to the computational complexity of TDBP, one of
the challenging aspects in SAR system design is represented
by the trade-off between vehicle velocity v and Pulse Repe-
tition Frequency (PRF). Indeed, PRF should be high enough
to ensure a sufficiently dense and uniform sampling of the
synthetic aperture, to prevent the arising of imaging artefacts
due to ambiguities (ghost targets). Formally, the condition
required to achieve correct imaging is, for a single-antenna
radar [12]:

PRF ≥
4
λ0

v sin
(
�

2

)
≈

4
λ0

v (24)

where λ0/4 is the required spatial sampling along the
aperture, � is the beamwidth of the radar antenna and the
approximation (24) is for very wide beamwidths (isotropic
antennas). The constraint in (24) strongly limits the appli-
cation to high-mobility scenarios, as a PRF of 1 kHz
(f0 = 77 GHz) would allow for a maximum speed of vmax =

PRFλ0/4 ≈ 1 m/s. The limitation by (24) can be relaxed by
the use of MIMO radars. The higher directivity achieved by

TABLE 2. ScanBrick R© parameters configuration.

using multiple antennas ensures the rejection of all the ambi-
guities outside the MIMO radar FoV. These normally arise in
single-channel radars due to insufficient spatial sampling of
the synthetic aperture, or equivalently, higher vehicle speeds.
In general, for a given PRF, the velocity upper limit vmax
scales approximately with the number of radar channels, N ,
for unambiguous SAR imaging [31], [54].

IV. DATA ACQUISITION CAMPAIGN
To validate the proposed solution for high-precision in-car
navigation and SAR imaging, we carried out a number of
experiments with a fully equipped vehicle. The vehicle is
an over-sensorized Alfa Romeo Giulia ‘‘veloce’’ car por-
trayed in Fig. 7 with the skecth of the sensor equipment. The
SAR capabilities are enabled by a proprietary ScanBrick R©

W43 platform from ARESYS S.r.l., a FMCW quasi-mono
static 3 × 4 MIMO radar with integrated patch antennas,
operating in W-band (3 GHz bandwidth), equipped with up
to 4 simultaneous receiving channels and up to 3 active trans-
mitting channels. The system is based on standard automotive
technologies suitable for future mass market applications,
both from performance and price point of view. In particular,
the Radio Frequency module is based on Texas Instrument
AWR1243 board, while the base-band module is designed by
ARESYS S.r.l. The ScanBrick R© configuration used for the
acquisition campaign is summarized in Table 2. The radar
case is rigidly mounted in the front bumper of the vehicle,
resulting in a radar bore-sight at a squint angle of 45 deg with
respect to the direction of motion, about 0.5 m above ground.
The ScanBrick R© is powered by a standard car battery placed
inside the front storage compartment of the car. Each acqui-
sition is logged with a laptop and UTC time-synchronized.

The car equipment is complemented by both on-board and
dedicated (mounted for the experiments) navigation sensors,
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FIGURE 7. Alfa Romeo Giulia ‘‘veloce’’ car re-equipped for the experimental data acquisition campaign. With
reference to Fig. 3, orange boxes indicate on-board sensors, blue boxes additional navigation sensors (one in the CoG
and the other placed on top of the radar, represented by a green box).

FIGURE 8. Satellite view of the experimental campaign scenario: closed
road (highlighted in yellow) in front of the Dipartimento di Elettronica,
Informazione e Bioingegneria Politecnico di Milano.

as anticipated in the introduction. The on-board equipment
comprises:
• two 3 Degrees of Freedom (DoF) IMUs, measuring
lateral and longitudinal acceleration, along with heading
rate. The locally acquired measurements are available
with 500 Hz sampling frequency and referred to the
Center of Gravity (CoG) of the car;

• an Occupant Restraint Controller (ORC) consisting in a
3 DoF IMU placed in the rear part of the car, measuring
longitudinal and lateral acceleration as well as heading
rate, the purpose is the airbag activation during a crash.
The collected data are available with 100 Hz sampling
frequency and referred to the vehicle CoG;

• four wheel encoders, sampled at 100 Hz, measuring the
odometric velocity of each wheel;

• a steering angle sensor at the frontal wheels, sampled at
100 Hz.

In addition to on-board sensors, the vehicle is equipped
with two further dedicated devices, specifically aimed at

FIGURE 9. GNSS-estimated vehicle speed in Test 1.

navigation. The first one is installed in the vehicle CoG,
comprising a 6 DoF IMU plus a GNSS module from Suchy
Data Systems GmbH [55]. The IMU extracts data at 100 Hz
sampling frequency, while the GNSS module, working at
10 Hz sampling frequency, provides the latitude, longitude,
geodetic altitude above sea level, planar velocity and heading
of the vehicle. The second dedicated IMU+GNSS integrated
sensor, from Inertial Sense [56], is rigidly mounted on top of
the Scanbrick R© radar (Fig. 7), aimed at providing a ground
truth measurement of the radar 3D acceleration and 3D angu-
lar velocity. The IMU works at 250 Hz, while the GNSS at
2.5 Hz. In addition to the raw GNSS and IMU data, the radar
co-located platform integrates a magnetometer, a barometer
and provides the sensor position, velocity and orientation at
the same IMU rate as output of a proprietary 3D INS tracking
filter.

Finally, a 360 deg video camera has been placed on the
vehicle rooftop to cross-check the acquired radar and naviga-
tion data.

The acquisition campaign was carried over a two-day
period. Radar and navigation data were collected in various
environments, mostly on a closed road in front of the Dipar-
timento di Elettronica, Informazione e Bioingegneria (DEIB)
of Politecnico di Milano (Fig. 8) and on an open road around
DEIB. Different vehicle trajectories were tested, in order to

VOLUME 9, 2021 35607



D. Tagliaferri et al.: Navigation-Aided Automotive SAR for High-Resolution Imaging of Driving Environments

FIGURE 10. SAR images of Test 1 obtained with different levels of navigation knowledge: (10a) without any navigation input; (10b) with
commercial INS navigation data from dedicated IMU+GNSS platform; (10c) with SAR-MIN data from multiple on-board sensors (images not in
scale).

FIGURE 11. Comparison between the across-track motion estimated by
commercial INS (red) and by the proposed SAR-MIN (blue) for Test 1.

analyze the effect of a non-straight motion, with curves and
non-uniform travelling speed, on SAR imaging. Awide selec-
tion of targets was available, such as cars, bikes, motorbikes,
building, people, trees, fences, lamp poles, etc, as well as arti-
ficial targets (corners) purposely placed along the observed
scene.

V. RESULTS
We report the results concerning three selected trajectories
of the experimental campaign, hereafter referred as Test 1,
Test 2 and Test 3 respectively, ranging in length from 50 to
120 meters, where the maximum allowed speed is limited
to approximately 20 km/h, given the PRF and the number
of channels of the Scanbrick R© platform. As an example,
the GNSS-measured speed for Test 1 is reported in Fig. 9.
For each trajectory, the radar data are processed using the
TDBP algorithm described in Section III, taking as input
the instantaneous position, velocity and orientation estimated
with the tracking filters in Section II. In particular, SAR
focusing is implemented by setting the weighting function

TABLE 3. Data and image parameters used in SAR processing.

W (·) in (23) so as to form SAR images at 90 deg with
respect to the direction of motion, for a side-looking SAR.
The same weighting function is also used to let the synthetic
aperture Astrips vary depending on the distance from the radar
sensor (up to 1 m at Rmax = 27 m), in such a way to
achieve a quasi-constant linear resolution of 5 cm everywhere
in the SAR image. Other relevant parameters are reported
in Table 3.

A. TEST 1
The first result, in Fig. 10, 11 and 12, is related to the imaging
of the side-scenario of Test 1, where the vehicle travels on an
approximately straight trajectory of 50 m length (along-track
motion), from East to West, slowly turning to the left (across-
track motion). The three SAR images shown in Fig. 10 are
obtained, respectively: (10a) without any navigation input
and assuming a linear trajectory with constant speed; (10b)
by employing a standard IMU+GNSS integrated navigation,
i.e., the output of the commercial INS tracking filter of the
dedicated on-radar sensor; (10c) the proposed SAR-MIN
method in Subection II-B. The three images have the same
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FIGURE 12. Test 1 targets from SAR imaging: with a SAR ad-hoc navigation over the trajectory, the targets in the scene appear bright and well
focused. In particular, Test 1 allows to clearly identify the sidewalk (orange circle), artificial corners (red circles), parked cars (green and yellow
circles) and the DEIB’s facade, whose distinctive elements looks of the correct shape and dimensions (grey box, bottom right). The image detail
(grey box, bottom left) allows to observe the focusing improvement on the van compared to the case of a non-specific navigation.

color scale. It can be noticed that, in the first two cases,
localization is not accurate enough to enable high-resolution
SAR focusing, as the imaging cannot be used to draw a
precise description of the surrounding. By looking at the
available targets, portrayed in detail in Fig. 12, we can take as
reference theDEIB facade, constituted by alternated elements
of known shape and dimensions, to evaluate the quality of the
scene reconstruction. In Fig. 10a (no navigation), the facade
appears as deformed and slightly stretched, as a consequence
of position and velocity errors, respectively. This is eas-
ily noticed by observing that the facade is not straight as
it should be, but instead follows the lateral motion (i.e.,
across-track motion) of the vehicle, which is about 50 cm
over the full trajectory, the latter value being cross-checked
against range-compressed radar data, not reported here. With
the commercial INS (Fig. 10b), the overall imaging is slightly
better, but still not well focused, due to the sawtooth-like
trend of the estimated position from IMU and GNSS data,
highlighted in Fig. 11 (red curve). These abrupt changes in
the position estimate, which can range up to several cm,
are due to the periodic GNSS corrections on the diverging
IMU estimates, affected by residual uncompensated bias.
As explained in Section II-A, the tracking filter model of the
commercial INS is particularly sensitive to IMU biases [40],
and the overall effect is to produce unwanted phase jumps
negatively affecting the SAR focusing. Moreover, Fig. 11
shows how inaccurate navigation data of commercial INS
overestimate the across-track vehiclemotion leading to image

deformation. Conversely, by fusing information from multi-
ple sensors as in SAR-MIN, the quality of the image improves
thus allowing to clearly retrieve the targets’ shape and dimen-
sions, as well as the vehicle-to-target distances. From Fig. 12,
we can notice how the various targets in the scene appear
in Fig. 10c: parked cars, a van and a mini-electric car, arti-
ficially placed reflective corners, 15 meters of sidewalk and
the whole DEIB facade. In particular, the sidewalk clearly
appears as perfectly straight in the image (to be compared
with the same in Fig. 10b) and a direct comparison against
hand-measurements of characteristic elements in the DEIB
facade (at the bottom right of Fig. 12) allows to assess that
SAR products can localize targets with a centimeter-level
accuracy. In addition, it can be appreciated the relevant
improvement in the image focusing by comparing the two
image details of the van, the mini-electric car and the artificial
corners, obtained with SAR-MIN and commercial naviga-
tion. We remark that the SAR performance improvement
provided by SAR-MIN method is due to a fine-tuning of
the SAR-MIN tracking filter (Section II-B), which integrates
multiple heterogeneous sensors, and to a careful choice of
the motion model, which must be selected according to the
experienced dynamics.

B. TEST 2
The second result, concerning Test 2, is conceptually similar
to the first one: we selected a 120m long trajectory fromWest
to East characterized by a double curve of approximately
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FIGURE 13. Comparison among different SAR images of Test 2 (13a,13b,13c) and targets (13d). The first three images are organized as in Fig. 10,
while the targets in the scene, especially the railing and the fence are correctly imaged.

±1 m cross-track (North-South). In this case, among the
targets, parked cars, a railing and a fence, the latter two used
as reference to assess the accuracy of navigation data in place
of the DEIB facade. Figs. 13a, 13b and 13c report the same
comparison made for Test 1 (Fig. 10), while Fig. 13d shows
the Test 2 targets. The improvement on the quality of the SAR
image provided by the proposed SAR-MINmethod is equally
evident as for Test 1, especially for the railing and the fence
that appear well focused and straight as they should be, as can
be noticed from Fig. 13d. In this case of motion affected by
slow winding, the commercial navigation provides an even
worse result than in Test 1, as shown in Fig. 14, reporting
the estimated across-track motion for commercial INS (red
curve) and SAR-MIN (blue curve).

FIGURE 14. Comparison between the across-track motion estimated by
commercial INS (red) and by the proposed SAR-MIN (blue) for Test 2.

C. TEST 3
The last results are related to a challenging track, per-
formed in Test 3, where the vehicle travels from East
to West on a zig-zag trajectory with moderate velocity.
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FIGURE 15. Comparison among different SAR images of Test 3 (15a, 15b, 15c). The best overall reconstruction is still from ad-hoc
processing of on-board sensors.

Fig. 15 reports the three SAR images of the DEIB facade,
organized as in Figs. 10 and 13, i.e., without any nav-
igation (15a), with commercial INS (15b) and with the
proposed SAR-MIN method (15c). Once again, the proposed
multi-sensor radar navigation provides a better imaging result
compared to a standard, commercial solution: the overall
best representation of the DEIB facade is in Fig. 15c, with
better focused (brighter) elements, although not perfectly
straight. Indeed, compared to Tests 1 and 2, the image is
here affected by residual motion errors of various nature,
mainly due to the limited accuracy of on-board sensors.
Therefore, if on one hand this result encourages the improve-
ment of the multi-sensor navigation, on the other hand it
calls for the use of residual motion corrections based on
joint processing of navigation and radar data, to accomplish
meaningful environmental maps in all the possible travelling
scenarios.

It is important to notice that the reconstructed trajectory
with on-board sensors (SAR-MIN) is substantially equivalent
to the one obtained with the same ad-hoc processing, but
applied to the IMU and GNSS data of the dedicated sensor
installed on the radar, apart from a 20 cm difference over the
whole length (Fig. 16). This similarity has been observed on
all the campaign trajectories, with difference ranging from
a few centimeters to tens of centimeters. This suggests that,
for urban tracks with medium-to-low dynamics, the dedicated
on-radar sensor does not add any information compared to the
measurements of on-baord sensors, confirming the validity

FIGURE 16. Comparison between estimated across-track motions in
Test 3: the SAR-MIN method (blue) attains similar performance to a
dedicated post-processing of IMU and GNSS data from the commercial
on-radar sensor, used as benchmark (yellow).

of the proposed SAR-MIN approach that does not require
SAR-dedicated sensors but rather aims at improving the pro-
cessing of available data.

VI. CONCLUSION AND OPEN CHALLENGES
This paper proposes and validates by experimental tests
a SAR system for mapping the driving environment in
automotive applications. A key component is the ad-hoc
navigation processing algorithm that accesses the internal
vehicle data-bus to integrate heterogeneous on-board sen-
sors to extract accurate location information and enable
high-resolution SAR imaging. The results clearly demon-
strate the ability of the navigation-assisted SAR system to
build accurate maps of the driving environment, with much
finer resolution than allowed by current high-end automotive
radars. For scenarios with moderate dynamics, SAR
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processing can effectively leverage only on navigation
data to obtain high-quality, meaningful images with a
centimeter-level resolution. The use of dedicated, commer-
cial on-radar navigation sensors in not enough, in gen-
eral, to achieve the same performance, unless a specific
post-processing is applied. The following challenges are
expected to be addressed by future researches, listed in the
following.
Assessment in higher-dynamic road conditions. Extensive

experimental campaigns are needed to investigate the perfor-
mance of the proposed navigation-imaging system in chal-
lenging vehicular scenarios with rough roads, high velocities
or urban canyons with poor GNSS coverage. Tracking algo-
rithms must provide seamless accurate navigation over long
time scales, which might require changing the implemen-
tation. From the hardware point of view, extending SAR
imaging to high velocities implies an increase in the required
PRF or the number of virtual radar channels. In this regard,
it is helpful assessing the quality of SAR images by relaxing
the requirements on the PRF, considering a trade-off between
transmitted PRF, imaging quality, and number of virtual chan-
nels. Of course, the use of cost-effective sensors is one of the
key-enablers of mass-market automotive SAR products.
Residual motion correction. Residual motion errors result

in uncompensated phase terms that affect imaging quality.
The results highlighted that navigation data from automotive
sensors can be affected by cm-scale drifts and residual inaccu-
racies, especially on challenging tracks, causing misposition-
ing and defocusing. This issue can be tackled by developing
a residual motion compensation method based on the joint
processing of navigation and radar data, tailoring the strategy
to automotive applications.
Computational burden. The computational burden of the

TDBP used in this paper is not yet suited for real-time
applications. As discussed in Section III-C, an efficient
SAR processing algorithm must be designed with a trade-off
between the quality of the focusing and the complexity,
towards the goal of real-time implementation. TDBP is a
highly-parallelizable algorithm, for which efficient imple-
mentations exist either based on processing scheme – like
Fast-factorized BP (FFBP) [57] – or Graphical Processing
Units (GPU) [44]. The alternative to TDBP is represented
by focusing algorithms based on specific assumptions on
platform motion, such as Chirp-Scaling or Omega-K [58],
[59]. Such algorithms are well known to provide high-quality
imaging in the case of uniform motion, but result in degraded
performance in the case of strongly non-linear trajectories.
At this stage of the research, we deem it is still debatable
whether the optimal solution for automotive SAR should
include efficient, and possibly GPU-based, TDBP process-
ing, or rather SAR focusing algorithms based on specific
assumptions on vehicle motion, letting this point open for fur-
ther research. Moreover, we also deem future researches on
automotive SAR processing should consider the role of ghost
targets arising from either imaging ambiguities or multipath
phenomena [27], [60].

Extension to 3D SAR imaging. Although not investigated
in this work, SAR can provide 3D images of the surrounding,
focusing targets on the elevation plane. Of course, the nav-
igation must be generalized from 2D to 3D and also SAR
processing becomes more computational demanding. In this
regard, dedicated experimental activities are needed to inves-
tigate the real benefits of 3D SAR imaging in realistic auto-
motive scenarios.
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