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ABSTRACT Because the participants are not limited by age-, gender-, race-, or geography-related barriers,
recently, massive open online courses (MOOC) have witnessed remarkable growth in number of online self-
learners, courses providers and online platforms. MOOC learners usually share some learning experiences
and release millions of course-related comments in discussion forum. On the one hand, these comments
could reflect the learners’ attitudes toward the online courses. On the other hand, semantic knowledge hidden
in these comments would assist other learners to choose the appropriate courses and help instructors to
improve their courses’ attraction. Recently, few research works focus on evaluating the courses through
reviews mining. Thus, this paper constructs a curriculum evaluation system based on MOOC reviews,
which quantifies the curriculum from different topics. Firstly, we employ latent dirichlet allocation (LDA)
to mine the reviews generated by students, and obtain a topic-word distribution matrix and a comment-
topic distribution matrix which can describe the topics of the course comments. Next, the emotion values
of the comments in each topic are calculated by the auto-encoder and Bi-LSTM text classification model.
We utilize the emotions and the quantified scores of the courses on different topics to establish a com-
prehensive curriculum evaluation system. The experimental results show that there are five main indicators
abstracted from students’ reviews, which are instructor, course content, course assessment, MOOC platform,
and hot courses.Moreover, comment texts of each course under different evaluation indicators are objectively
and accurately converted into numerical marks, which can provide the students and educators with reliable
references.

INDEX TERMS MOOC, curriculum evaluation, review mining, text classification, emotion analysis.

I. INTRODUCTION
With the development of web 2.0 and education information
techniques, recently, massive open online courses (MOOC)
have witnessed remarkable growth in the number of online
self-learners, course providers, and online platforms [1]–[3].
MOOC is large-scale, online, and student-driven, moreover,
all educational resources are offered freely and openly for
learners to reuse anytime and anywhere. During the past
decade, about more than 180 million have registered for at
least one MOOC and more than 950 universities worldwide
are offering 16.3k courses on different platforms such as
Coursera, edX, Udacity, FutureLearn, and Swayam [4]. It is
obvious that MOOC plays an increasingly important role in
modern education.
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Another important and attractive characteristic of MOOC
is that there is a discussion forum, which facilitates interac-
tion among learners and between learners and instructors to
ensure a high-quality learning experience. The instructors use
the discussion forum to assign learning tasks, offer learning
suggestions, and answer learners’ questions. The learners
usually use it to report problems, express opinions, share
learning tips, and collaboratively complete learning tasks.
Millions of comments are posted by learners in the discussion
forum. The comments not only reflect the learners’ attitudes
and learning tips toward the online courses, but also offer
an evaluation way of the courses from various aspects. The
previous research works onMOOC comments can be divided
into two groups [5], [6]: the topic of the comments [7], [8]
and the poster role [9]–[11], but few research works focus
on evaluating the courses through reviews mining. Thus, this
paper attempts to demonstrate how to excavate the hidden
evaluation aspects from the reviews and then utilize the
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related topics to construct a curriculum evaluation system that
navigates curriculum advancement and provides guidance for
course selection.

The main contributions of this paper include:(1) we pro-
pose a short-sentence latent dirichlet allocation (LDA) topic
model. In view of comment text features such as short length,
sparse content, insufficient word co-occurrence information,
and strong context-dependence, we add sentence-level infor-
mation to LDA topic model. After dividing the comment texts
into sentences, and use sentence as a unit to classify topics
more accurately by extracting unique topic of the correspond-
ing sentence. (2) we utilize autoencoder and Bi-LSTM to
build an emotion classification model for comments. Autoen-
coder is used for feature extraction and emotion classifier
is trained by the recurrent neural network. The comments
are quantified into numerical scores according to the ratio of
positive emotions.

II. RELATED WORKS
A. CURRICULUM EVALUATION
In the aspect of MOOC curriculum research, the curriculum
evaluation system for MOOC has not been scientifically and
reasonably established [12], [13], and an appropriate evalua-
tion method has not been found to evaluate the quality of the
course accurately [14], [15]. The existing evaluation methods
of traditional courses include responsive evaluation model,
appearance evaluation model, goal dissociation evaluation
model, CIPP evaluation model, and goal evaluation model,
etc. One of the primary defects in these methods above is
that the quantification-based curriculum evaluation method
excludes factors that are related to the quality of curricu-
lum but cannot be quantified, resulting in biased evaluation
results and incomplete management mechanism of curricu-
lum evaluation [16]. Drake et al. [17] construct a MOOC
evaluation system which includes quantitative factors, qual-
itative description, and curriculum-oriented improvement.
Miranda et al. [18] propose an evaluation framework based
on data mining and vague set methods, which integrates five
first-level indicators, including course content, instructional
design, interface design, media technology, and curriculum
management. Nie et al. [15] propose a diagnostic MOOC
evaluation approach, which combines the analytic hierarchy
process algorithm and learner review mining to integrate
expert opinions, standardized rubrics, and learner feedback
into the evaluation process. Zhao et al. [19] focus on three
types of learning quality evaluation and propose a learning
quality evaluation approach.

It is vital that appropriate methods are identified and
available to determine the impact of these courses, a crucial
but under researched element. Aspects such as the effec-
tiveness and quality of learning and impact of knowledge
gained are vitally important in determining the strength of
MOOCs as a learning tool, but there is no substantial evidence
showing that these factors are measured or evaluated [10].
Although there have been recent reviews conducted on

MOOCs [15], [21], few researchers have specifically focused
on methods used for curriculum evaluation. Cunningham-
Nelson et al. [22] propose a net method to visualize the senti-
ment and key themes of qualitative student survey comments,
the user data is student evaluation of teaching surveys, but is
not MOOC reviews. With the heterogeneity of participants
in MOOCs and the low retention rate [23], [24], conducting
effective evaluations ofMOOCs is critical. To date, little work
has been done in this area and it has been highlighted as an
area for future research. Despite increasing research about
MOOCs, there are limitations in reporting the methods and
using valid and reliable measures in the studies [25].

B. MOOC REVIEW MINING
Most previous researches on MOOC review mining have
failed to analyze comment texts systematically or consistently
due to the difficulty in the evaluation of massive texts. Fortu-
nately, with advancement in the natural language processing,
many researchers exploit text mining techniques to systemat-
ically study MOOC reviews [26] for emotion detection, sen-
timent analysis, opinion mining, knowledge extracting, role
labeling, etc. First, many people have done lots of research
achievement in terms of emotion detection, for example,
Liu et al. [27] have designed and implemented a framework
based on emotion recognition and topic mining to predict
the popularity of MOOC courses, and obtain emotional feed-
back on the content of the course for the teachers and the
administrators to improve teaching strategies and enhance the
user experience of the platform. Weng et al. [28] propose a
social-emotional semantic model based on MOOC reviews,
which can help teachers determine the reason for the emo-
tion change and generate course adjustment or personalized
instruction. To get a comprehensive understanding of the role
of emotions in MOOC participants’ learning experiences,
Xing et al. [29] propose a machine learning model to auto-
matically detect the achievement emotions in the forum posts.
Peng et al. [30] propose a behavior-emotion topic model,
which can be used to detect review’s semantic content, study
significant differences in discourse behaviors, and focused
topics between completers and non-completers.

Besides, many researchers have made great progress
in sentimental analysis of MOOC reviews. For example,
Onan et al. [31] propose an efficient sentiment classification
framework with a high predictive performance of MOOC
reviews, which is based on conventional supervised learn-
ing methods, ensemble learning methods, and deep learn-
ing methods. Hew et al. [32] use a gradient boosting trees
and sentiment analysis approach to predict MOOC learner
satisfaction.

Moreover, for opinion mining and knowledge extracting,
Kastrati et al. [33] propose a framework to automatically
analyze opinions of students expressed in MOOC reviews,
which takes advantage of weekly supervised methods to
deal with unlabeled students’ reviews. Kastrati et al. [34]
propose a model for aspect-based opinion mining of stu-
dents’ comments post on online learning platforms, which
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FIGURE 1. The framework of the proposed approach.

aims to predict some of the key aspects related to online
courses from learners’ reviews. Estrada et al. [35] build
two corpora of expressions into the programming languages
domain and use various supervised learning methods to
investigate opinion and emotion classification for students’
reviews. Misuraca et al. [36] use a family technique of opin-
ion mining to compute the sentiment polarity of students’
MOOC comments. Koufakou et al. [37] use data mining
techniques to extract knowledge from student comments,
which can help educators and administrators gain insights
of student sentiment and views. For the case of MOOC
interaction, some researchers have selected some information
on MOOC forums, e.g., post quantity, reply time, and teach-
ers’ interactive input and made a comparative analysis on
the levels, categories, teaching modes, video types, learning
support, and evaluation methods of the courses [38], [39].
Shapiro et al. [40] show that knowledge, work, convenience,
and personal interest are the most prevalent motivations, lack
of time is the most common barrier for students in MOOC.
Maldonado-Mahauad et al. [41] highlight that self-regulated
learning is critical for students in MOOCs to succeed.

The difficulty of online MOOC review mining lies in the
fact that its key features are very sparse and related to context.
This paper will continue and expand the previous work, using
the improved LDA topic model to complete the analysis of
all the Chinese Universities MOOC course reviews. Further-
more, this paper explores the characteristics of the courses
offered by colleges and universities, as well as the topics and
concerns in students’ comments, and analyzes the obtained
topics in detail. In addition, it lays a foundation for the next-
step research of text comment quantification. As a popu-
lar topic model, LDA [42] has widely used in text mining
for data mining, latent data discovery, and finding relation-
ships among data and text documents [43], consequently,

we exploit an improved LDA topic model to analyze learners’
MOOC comments.

III. OUR PROPOSED MODEL
A. BASIC IDEA
The approach proposed in this paper is shown in Figure 1,
and its core processes include: first, collect all the comment
text data from the MOOC; second, use short-sentence LDA
model to derive the subject information contained in all
reviews; then, constructing sentiment classifier for reviews
using autoencoder and Bi-LSTM model; then, calculate the
emotional values of different subjects in one course com-
ments as the basis for evaluation; lastly, the emotional values
of all the comments made by a specific student can also be
calculated on different topics, which are matched with the
course scores, and courses of higher values are selected for
students’ reference.

B. SHORT-SENTENCE TOPIC MODEL
The majority of MOOC reviews are less than 50 words
long and such short text is likely to create poor context-
dependency, insufficient co-occurrence information, and
sparse feature matrix, and result in an awful performance
of LDA. However, MOOC comments have the advantages
of simple and concise content, highly generalized meaning,
and usually one sentence (divide comments into sentences
at intervals of ‘‘,’’ ‘‘.’’ ‘‘!’’ ‘‘?’’ ‘‘;’’) covers only one topic,
as shown in Table 1.

In order to accurately detect the topics described in the
short sentences, this paper improves the LDA model. For
MOOC comments, this paper assumes that all the words
in a sentence are generated around a topic. Based on this
assumption, MOOC comment topic analysis can be done in
the unit of sentence. Therefore, in the 3 layers of structure
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TABLE 1. MOOC reviews.

FIGURE 2. The LDA topic model in units of short sentence.

FIGURE 3. Process of MOOC topic model.

of the LDA ‘‘text-topic-word’’ distribution, the new sentence
layer is added between the text layer and the topic layer,
and the improved model becomes the ‘‘short comment

sentence-topic-word’’ model. The graphical representation of
this model is shown in Figure 3. The relevant notations are
listed in Table 2.
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TABLE 2. Notations of LDA model.

The improved LDA topic model is still a generative model,
and its generating process is:

1) For each topic z, the topic-word distribution matrix
φz is depicted. The polynomial distribution has a Dirichlet
distribution of parameter β, and can be represented as:

φz∼Dirichlet(β) (1)

2) For each comment d :
(1) Describing reviews - topic distribution matrix θd is

subject to dirichlet distribution of parameter α, and can be
represented as:

θd∼Dirichlet(α) (2)

(2) For each short sentence in each comment:
Based on the review- topic matrix θd , we select a topic z to

get the topic of this short sentence; Based on the topic-word
matrix φ, we extract the unique topic of this short sentence.
Following the above steps, we can utilize the improved

LDA model to generate all the text.
As shown as in Figure 3, the set of MOOC participants’

comments is defined as D=d1, d2, . . . dm(1≤m≤M ), where
dm is the preprocessed review record. The short sentence set
is represented as Mi,s =

{
mi,1,mi,2, . . .mi,s

}
, where mi,s is

the short sentence divided from the comment di. The topic
set is defined as T = t1, t2, . . . tk (1 ≤ k ≤ K ). In the initial
stage of this model, we assign value for priori parameters α
and β according to preset parameters (generally 1

/
K ), and

randomly assign value for θd and βk (for alld and t). Further-
more, we iterate multiple times for sampling as follows:

(1) For the nth word wn of a certain comment dm in D,
let tk denote the corresponding topic to wn, and calculate the
probability:

pk (wn | dm) = p (wn | tk) ∗ p (tk | dm) (3)

(2) Enumerate the topics in T , and obtain all pk (wn | dm)
where k∈ [1,K ]. Take the one with the highest probability
as the topic of wn. Based on topic-word distribution, we can
obtain the unique topic of the short sentence that includes the
word wn.

(3) In phase (2), if the short sentence mi,s that includes wn
preferred a different topic to the original one, the θd and βk
may be affected. Furthermore, it can have an influence on the
computation of pk (wn | dm).
We consider it an iteration to make We p(w|d) calculations

once of all words w in all comments d that belongs to D and
reselect their topics. Then, we perform iteration repeatedly
until it converges, so as to obtain the topic-word matrix and
the sentence-topic matrix. The topic-word matrix indicates
the topics of participants’ reviews, the hot words of each
topic, and the high-frequency concerns of the students. The
sentence-topic matrix demonstrates the probability distribu-
tions of each sentence under each topic. Here, the short
sentences have a 0-1 distribution or an approximate 0-1 distri-
bution. Thus, the implied topics become straightforward after
dividing comments into sentences, and the potential topic of
each short sentence can stand out.

C. AFFECTIVE COMPUTING OF REVIEWS
Sentiment analysis of MOOC commentary is to transform
the sparse vectors of short text into low dimension vectors
using the automatic encoding process of deep learning, and
the learning process makes the low dimension vectors contain
the essential features of text information. With the unneces-
sary interference in the high dimension vectors removed, the
result can be used in sentiment analysis to improve the final
classification effect.

The specific process is composed of three steps. We firstly
process comment texts in short sentences and build a vector
space model. Here, each short text is converted into a vector
in space. Second, the high-dimensional sparse vectors are
input into the constructed deep noise sparse autoencoder, and
the low-dimensional abstract feature vectors are extracted
through layer-by-layer abstraction. In this step, the regular-
ization process is also included. Finally, Bi-LSTM is used to
obtain the classification results of the short texts. The overall
process is shown in Figure 4.

The pre-processing of short text includes cleaning, word
segmentation, etc., which obtains the bag of words that make
up these short sentences. Each word in the bag of words
can be viewed as a measure in a short text feature vector.
If the word appears in the short sentence, it is recorded
as 1, otherwise it is recorded as 0. Thus, each short text can
be represented as a vector in space x, which is shown in
formula 4:

x = (t1, t2. . . . . .ti . . . . . . tm) (4)

where m is the total number of words in the bag of words,
tirepresents whether the text contains the ith word, and if so,
ti = 1, or ti = 0.
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FIGURE 4. Affective computing flowchart.

1) AUTOENCODER
After receiving input vector x, the basic autoencoder first
changes it linearly, and then obtains a encoding result y with
the process of the activation function. Let the sigmoid func-
tion denote the activation function, and the computation is
demonstrated in formula 5. The refactored vector z is obtained
by decoding y, which is shown in formula 6.

y = fθ (x) = s (Wx + b) (5)

z = g
θ̀
(y) = s

(
Ẁ y+ b̀

)
(6)

The encoding parameter is θ = {W , b}, and the decoding
parameter is θ̀ =

{
Ẁ , b̀

}
. W is a weight matrix of d ′ ∗ d ,

while W ′ is the transpose of W , i.e., W ′ = W T , where b and
b′ represent bias vectors.

The learning process of the autoencoder is unsupervised,
and the target of optimization is to make the refactored vector
z restore the input vector x as much as possible, i.e., to mini-
mize the loss caused by the reconstruction, and to obtain the
optimal parameters θ∗ and θ∗′. This process can be expressed
by formula 7.

The loss function used here is Kullback-Leibler dispersion
shown as formula 8.

θ∗, θ∗′ = argminL (x, z) = argminL
(
x, g

θ̀
(fθ (x))

)
(7)

L (x, z) = KL (x‖ z) (8)

The autoencoder is trained using the classic stochastic
gradient descent algorithm. In every iteration, formula 9 is
used to update the weight matrix as follows:

W ← W − l ×
∂L (x, z)
∂W

(9)

where L is for the learning rate, b and b′ are updated in the
same way. Coding and decoding of autoencoder can extract
the features of text information, and by learning process and
error control, the main features of the input text can be shown
in the output.

2) L1 REGULARIZATION
The powerful nonlinear expression ability of the autoencoder
often leads to over-fitting of the input data, i.e., the features
unique to individual objects are also fully described. The
structural differences among short texts are significant, which
cannot manifest the public distribution of short text, and
the generalization ability of the trained model is inferior.

Considering the problems above, in this paper, we constrain
the learning ability of autoencoder.
L1 regularization is a commonly used variable selection

method, which is widely applied to model improvement.
In this paper, the absolute value function of the autoencoder
coefficient is used as a penalty term to compress its quantity
of coefficient, and it automatically compresses the coefficient
of the smaller absolute value to 0, so as to guarantee the
sparseness of the parameters in the algorithm, and to avoid
overlearning the non-significant characteristics of short texts.
Specifically, we adjust the previous formula 8 to formula
10 and 11, which are calculated as follows:

L (x, z) = KL (x‖ z)+ Lasso (θ) (10)

Lasso (θ) = λ
∑|θ |

j=0

∣∣θj∣∣ (11)

where λ is the parameter of the L1 regularization. The larger
the value, the greater the penalty, the sparser the training
results will be. The value of λ needs to be adjusted multiple
times according to the actual data so as to achieve the balance
of fitting ability and generalization ability.

3) Bi-LSTM NETWORK
LSTM is a deep neural network classifier with sequential pro-
cessing capabilities, but still needs improvement for MOOC
review texts, since it cannot encode back-to-front informa-
tion. For example, ‘‘The teacher has an accent, which is terri-
ble, and is not as good as the other teachers’’. In this sentence,
‘‘which is terrible’’ is a modification of ‘‘accent’’. However,
it is difficult for one-way LSTM to capture the information
in this way. Therefore, this paper uses a Bi-LSTM to fully
capture the context information in order to understand the
semantics of the current words comprehensively. The net-
work structure is shown in the Figure 5.

It can be seen that the output Hn of the Bi-LSTM is sliced
and merged by the one-way LSTM and the reverse LSTM:

Hn = hn + h′n (12)

In this research, the comments are grouped into different
topics in advance, and then the binary classification models
are trained under each topic to judge whether a comment is
positive or negative.

D. MULTI-DIMENSIONAL EVALUATION OF MOOC
After detecting the topics and emotions of MOOC reviews,
we utilize these results to establish a model of curriculum
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FIGURE 5. Bi-LSTM network structure.

evaluation in the following function:

Scorem =

∑
positivei ∗ θp,i∑

positivei ∗ θp,i +
∑
negativej ∗ θn,j

∗ λ (13)

where, Scorem represents the quantitative score of mth topic,
positivei stands the score of the comments of positive polarity
and negativej for the comments of negative polarity, and θp,i
is defined as the weight of the ith positive comment, and θn,j
is the weight of the jth negative comment. To simplify the
process, we assign both θp,i and θn,j to be 1. Furthermore, λis
the score weight which lets Scorem∈ [0, 5].

E. COURSE RECOMMENDATION MODEL FOR STUDENTS
According to the emotions scores of the students’ comments,
we can identify their preferences. If the majority of the
comments are positive on a topic, and part students give
negative results, it means that this student is more demanding
on the previously mentioned topic. Thus, it is necessary to
do weighted processing in the inner product computation of
students and course comments. The weight coefficient Wi is
calculated as follows:

Wi =


log

( ∑(
S > S̄i

)∑(
S < S̄i

)
+ 1
+ 1

)
S < S̄i

log

( ∑(
S < S̄i

)∑(
S > S̄i

)
+ 1
+ 1

)
S > S̄i

where S is the score given by the student to the indicator
i, and Si represents the average score for all participants of
indicator i. By using the weight above, we can highlight the
concerns of the students who are different from others, and
make thematching resultsmore closely tiedwith the students’
interesting index.

We utilize the dot product formula of emotional preference
vector and course score vector to calculate the matching

degree between participants and courses:

ϕ =

∑k
i=1Wi∗Scores,i ∗ Scorec,i

λ2
(14)

where k is the total number of dimension, Wi is the weight
of indicator i, and Scores,i is student scores of indicators
in dimension i, and Scorec,i is defined as course scores of
indicators in dimension i, and λ is the score base. The courses
with the highest scores can be recommended as they meet the
students’ preferences.

IV. EXPERIMENTS AND RESULTS ANALYSIS
This part will introduce the experiment from 5 aspects:
data collection, data pre-processing, topic discovery, affective
computing, and course recommendation.

A. DATA SOURCE AND DATA PRE-PROCESSING
We use the Beautiful Soup and Selenium Topical Crawler
to crawl course information and comment data from the
‘‘iCourse’’ Chinese University MOOC website within one
year (April 2018 to March 2019). The data includes
detailed information about the course: course name, institu-
tion, instructor, starting time, course description, number of
enrollments, course reviews, and course review information:
reviewer username, the time when the review was posted,
the order in which the course started, the text of the review
and the number of positive reviews, etc.

In the data cleaning stage, structured data are organized
by the steps of segmenting words, deleting stop words, and
removing low-frequency words, etc. After data cleaning,
584369 short sentences were extracted from the original data
of more than 140,000 comments. The changes in the volume
of data are shown in Figure 6.

Because of the difficulty to label all the comments,
we extract 48505 comments under the five topics after LDA
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TABLE 3. Topic- word probability matrix.

TABLE 4. Sentence -topic probability matrix.

FIGURE 6. Changes in the volume of comments in data cleaning.

and labeled the comments as positive or negative manually.
We also noticed that providing emotional values will be bet-
ter, but limited by the subjectivity of artificial labeling, we just
did the polarity classification. We alleviated this problem by
using Eq. (13) to quantify the score of each topic.

B. TOPIC ANALYSIS OF COMMENTS
The word segmentation set obtained via the data cleaning
phase is input to the short-sentence LDA model. According
to the model learning steps, after multiple sampling and
repeated testing, the prior parameters α and β are respectively
determined to be 0.1 and 0.2. When the quantity of topics
K Equals 5, the experiment of topic-word probability matrix
in Table 3 achieves the best performance. Here, the corre-
sponding sentence-topic probability matrix is demonstrated
in Table 4.

Based on the probability distribution of the words under
each topic in Table 3, the comments can be divided into
five categories, which are the comments on instructor,
course content, course assessment, MOOC platform, and hot
courses.

Topic 1: This topic is about the instructors and their lecture-
delivering ways. The words ‘‘professor’’, ‘‘professional’’ and
‘‘knowledge’’ indicate the professional and academic level
of the teachers. This topic is mostly about the students’
recognition and praise of the instructors.

Topic 2: This topic is about course content. Words such
as ‘‘novel’’, ‘‘detailed’’, ‘‘interesting’’, ‘‘practical’’, indicate
that MOOC courses are different from offline courses in
arrangement, and online courses tend to students’ stimulate
innovative thinking among students. It is also found that
some students express inner feelings about the course content,
which implies that colleges and universities should offer more
innovative and practical courses.

Topic 3: This topic is about course assessment, with
focuses on knowledge content, homework completion, and
exam schedule, etc. Only those who submit their assignments
on time and who have passed the exam are eligible for
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a certificate of the course, and some courses offer valuable
credit certification.

Topic 4: This topic is about MOOC users’ experiences, and
the users’ experiences are essential for teachers to improve
their teaching effects and stimulate students’ interest in learn-
ing. Highlighted such as ‘‘vision’’, ‘‘clear’’ and ‘‘sound’’ in
the students’ comments reflect that the students are concerned
about not only the course content when viewing the videos
and previewing the courseware, but also the quality of the
course videos and the picture resolution.

Topic 5: The words under this topic are mostly professional
words, e.g., ‘‘algorithm’’, ‘‘programming’’, ‘‘network’’,
‘‘music’’, ‘‘art’’, ‘‘artificial intelligence’’, which manifests
the students’ concerns. It can be seen that most of the MOOC
courses are related to computers, music, and art.

According to the topic analysis, the MOOC curricu-
lum evaluation indicators are constructed as instructor,
course content, course assessment, MOOC platform, and hot
courses. The short sentences are classified into five topics
based on probability. Therefore, we can complete the senti-
ment analysis of the comments on different topics. The result
is shown in Table 4.

C. SENTIMENT ANALYSIS OF COMMENTS
1) Bi-LSTM NETWORK LAYER
The Bi-LSTM core code is written in JetBrains PyCharm
2018.2.4 x64, run in Ubuntu 16.04 system and by PC with
32 Intel (R) Xeon (r) CPUS@2.6 GHz / 64 GB RAM. The
text classification network is constructed using the Keras, a
high-level neural network API that encapsulates the Google
open source framework TensorFlow-GPU v1.5.0.

The model training environment is NVIDIAGeForce GTX
1080/8GB VRAM. The quantity of initial hidden layer neu-
rons is assigned as 128. To avoid over-fitting, the dropout rate
is set as 0.2, and recurrent dropout is also set as 0.2.

FIGURE 7. Size of comments on each topic.

2) MODEL EVALUATION
We collect comment samples under five topics and label
train_set test_set as shown in Figure 7. For comparing

FIGURE 8. Classifier Accuracy with Different Iterations.

FIGURE 9. Accuracy of different encoding methods with different
iterations.

different text classifiers, Random Forest, AdaBoost, SVM,
LSTM, and GRU are chosen in the experiment. Further-
more, we choose the 0-1 word vector and the autoencoder
word vector for contrast between the two vector representa-
tions. Figure 8 shows performances of models with different
times of iteration on topic ‘‘Instructor’’. The performance of
0-1 encoder and autoencoder with different times of iteration
under topic ‘‘Instructor’’ is demonstrated in Figure 9.

In the experiment, the Bi-LSTM network used the autoen-
coder to reach the maximum accuracy of 97.21% at 180 times
of iteration. Thus, this model can be used to complete the
emotional polarity annotation of the remaining sentences.

D. COMMENT QUANTIFICATION
After completion of the emotional polarity for all sentences,
course comments can be quantified under several topics.
In the experiment, we quantified the comments on the
course ‘‘Python programming’’ offered by Peking University,
Beijing Institute of Technology, and Harbin Institute of Tech-
nology. The results are shown in Table 5 and Figure 10.

Figure 10 indicates that the courses offered by the three
universities and the MOOC platform have both received
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TABLE 5. Comparison of python course.

FIGURE 10. Comparison of python course.

positive feedback from participants. According to comments,
for the courses offered by Peking University and Beijing
Institute of Technology, the teachers’ teaching quality is
first-class, the communication with the students is effective,
and the curriculum arrangement is acceptable. It also shows
that the participants have heated discussions on hot courses,
which reflects the participants’ passion for Python program-
ming. Though popular with students, the courses of Peking
University emphasize more to the difficulty of passing the
final exam, so the score of the indicator ‘‘Course Assess-
ment’’ is lower than other indicators. However, noted that
the courses offered by Harbin Institute of Technology are
obviously inferior to those of the other two universities, and
the MOOC reviews suggested that the professor is senior in
age, still use Python 2.0 is out of date.

FIGURE 11. The overall scores of five indicators of MOOC.

V. EXTENDED EXPERIMENTS
A. OVERVIEW OF MOOC SENTIMENT ANALYSIS
After the sentimental analysis of MOOC comments, we have
done some calculating analysis of the data. Firstly, we detect
the comprehensive satisfaction degree of MOOC through the
quantification of the five indicators, as shown in Figure 11.

According to the analysis results, students are satisfied
with the ‘instructor’, ‘course content’ and ‘hot course’ indi-
cators, but dissatisfied with the ‘course assessment’, and
‘MOOC platform’ indicators. In general, MOOCs have
received positive reviews from students, reflecting the huge
success MOOCs have earned in recent years. Especially,
the indicator of instructor gets the highest evaluation, which is
closely related to the strict teacher examination and approval
system of MOOC. In order to ensure the quality of teaching,
teachers should first apply to education institutions before
opening courses. The relevant institutions will conduct a
detailed review of teachers’ professional knowledge, teach-
ing ability, and course content, etc. Then after meeting the
requirements the courses can only be opened on the platform.
In addition to teachers, hot course indicators are also popular
among students.We explore those comment data and find that
under such indicators, students often comment on computers,
programming, art, and other related contents. The reason is
that these courses are more suitable to be offered in the form
of network courses. The knowledge points of these courses
are many and scattered, and whether or not to take these
courses are closely related to students’ interests, and students
need to learn independently through the learning process.
Plus, the learning environment is also not subject to the time
and space constraints of campus teaching. Both internal and
external reasons contribute to the higher popularity of these
courses than others.

B. THE MOST CONCERNED CONTENT
At the same time, it is worth noting that in the overall senti-
ment analysis, the students are not satisfied with the course
assessment and the MOOC platform, and the students give
3.2 and 4.3 scores. We have done a sample analysis of these
negative comments to explore what the students complain
about most. Some comments fragments are as follows:

‘‘Lack of downloadable written courseware.’’, ‘‘Why can’t
the slides play?’’, ‘‘The course content is very good, but
sometime the video can’t open, what a trouble!’’, ‘‘To be
honest, actually, take out money also can buy the certificate
of completion, pure individual idea.’’, ‘‘The website server is
too bad.’’, etc.
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TABLE 6. Some students’ comments quantification results.

TABLE 7. The matching degree between students and universities.

From the negative comments, we know that students com-
plained about the course assessment and MOOC platform,
including the hardware aspects such as unsmooth video
playing, low sound definition, and unstable server. A small
number of students also expressed their concern about the
surrogate test-taking problems in online courses. These pain
points require universities andMOOC platform to take appro-
priate measures together in their later teaching practice,
strengthen the investment of hardware facilities and the super-
vision of course assessment, so as to bring students a better
learning environment.

C. THE CHARACTERISTICS OF HIGH-QUALITY COURSE
For the comment data, we sort the courses according to their
emotion scores, and select the top 10 courses, as shown
in Figure 12, to explore their characteristics.

FIGURE 12. The course score ranks top 10 courses.

Based on the above information, it can be seen that
MOOC students prefer computer courses, most of which are

programming courses, such as Python and C++ program-
ming, etc., and they also pay attention to exchange what they
have learned with each other. The following are comments
from the Python Programming courses:

— GongXiao Feng 3: ‘‘Teacher Song’s explanation is
lively, interesting and fascinating, which is really quite good.
It’s very important that the presentation is conceptual and
easy for students to understand.’’

— A bulu: ‘‘This course is well organized, starting from
the simple to the deep, and is a basic course worth watching
for beginners in Python. Only part of the video upload is
incomplete, or there is no voice, a little flawed.’’

It is important to note that in the ‘‘Situation and Pol-
icy’’ course holding by Nanjing Normal University courses,
only the 4th opening of this course, there are nearly
7000 comments, besides, the students’ nicknames are all like
NJU-DDDDDDD. From other information, we know that the
enrollments occupy a large proportion of the MOOC course
evaluation. And the university also has hard rubrics on the
comment quantities, so we guess it is a vicious behavior,
namely in order to achieve teaching index, teachers command
students must choose a course and must comment on that
course.

D. STUDENTS-COURSE MATCHING MODEL
According to the course recommendation model in Section E
of Part III, we construct the quantitative score distribution of
students on the course evaluation system by using the topic-
word distribution matrix and the multi-dimensional evalua-
tion model, as shown in Table 6.

Using the formula (14), we calculated the matching
degree ϕ, the results are shown in Table 7.

Based on the matching degree analysis, when using the
model in this paper to recommend students ‘‘BWT1997’’ and
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‘‘Wings 0 Stars’’ for Python course learning. For the former,
the student is more concerned about the instructors (4.63)
and MOOC platform (4.88), and are not interested in course
assessment (2.39), then Peking University Python course is
suitable for him or her to learn. For the latter, the students are
more concerned about the course content (4.67) and MOOC
platform (4.52), so the Python course of Beijing Institute of
Technology is suitable for him or her to learn.

VI. CONCLUSION
This paper has established evaluation indicators from five
aspects, which include instructors, course content, course
assessment,MOOCplatforms, and hot courses. Based on pro-
posed indicators, we scientifically and reasonably quantify
numerical scores of each index, to provide students and edu-
cators with an intuitive reference. This research contributes
to extracting students’ concerns from their reviews so as to
assist MOOCmanagers and universities in improvingmost of
the platform infrastructure and service experience. However,
in the comment sentiment analysis, only positive and negative
dimensions were considered, with no consideration of neutral
emotion or emotional intensity, which is to be covered in
future research.Moreover, in future research, a systemwill be
designed that can detect the topic descriptions and emotional
polarity changes brought by the new comments in time to
realize the dynamically updating the scores of each indicator.
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