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ABSTRACT In this paper, we propose a new hardware architecture of a very high-speed finite impulse
response (FIR) filter using fine-grained seamless pipelining. The proposed full-parallel pipeline FIR filter
can produce an output sample in a few gate delays by placing the pipeline registers not only in between
components, but also across the components. A precise critical path analysis at the gate level allows to create
an appropriate pipelining strategy depending on the throughput requirement. This paper also presents two
alternative architectures, each offering different trade-offs in terms of area and throughput rate. The proposed
FIR filters are synthesized to measure the maximum throughput and the balance between complexity and
speed. The synthesis results show that the proposed fully pipelined FIR filter supports up to throughput of 1.8
Giga samples per second and offers 73.5% less area-delay product (ADP) than the existing systolic designs.
Also, the proposed single multiplier-accumulator (MAC) based FIR filter has 3 times higher throughput and
26.0% less area with 75.8% less ADP compared to the existing design.

INDEX TERMS Finite impulse response filters, digital filters, pipeline, Wallace tree, critical path, Booth
multiplier.

I. INTRODUCTION
There is an increasing demand for high-speed architectures
for digital signal processing (DSP) algorithms, especially
in the fields of fiber optic communication [1], ultra high-
definition video analysis [2], [3], high-speed convolutions
in neural networks [4], [5] etc. Implementation with inte-
grated circuits such as application-specific integrated cir-
cuits (ASICs) and field-programmable gate arrays (FPGAs)
is essential to meet the speed requirements of real-time appli-
cations. In particular, to achieve very high throughput over
Giga samples per second (GSPS), extremely fine pipelining
or a large number of parallel processing units are required
[6]–[8]. There have been a lot of research in recent years to
speed up basic arithmetic operators such as adders [9]–[11],
multipliers [12], [13], compressors [14], [15], non-linear
converters [16], trigonometric operators using coordinate
rotation digital computer (CORDIC) [6], [17], [18] etc.
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Acceleration of digital finite impulse response (FIR) filter is
also crucial as it is essential in almost all DSP applications.
In addition, the design methodology for fast FIR filters can
also provide a good strategic solution for speed-up of the
entire digital system, which is basically based on the suc-
cessive computation of arithmetic operations such as addition
and multiplication.

The simplest way to get a high-throughput FIR filter is to
use a large number of multiplier-accumulator (MAC) units to
increase the level of parallelism [19]–[21]. It is also possible
to optimize individual blocks by modifying the Booth encod-
ing for multipliers to reduce the number of partial products
(PP’s) [12], to optimize an adder network [9]–[11], and to
employ fast adders such as a carry look ahead adder [11],
[22], [23]. Adopting one of the well-known architectural
options such as distributed arithmetic (DA) can also be a good
solution [7], [22], [24], [25]. Specifically, DA or a variant
thereof, has been proven to optimize both area and speed,
especially for higher order FIR filters and adaptive filters. The
systolic approach can also be used to dramatically increase
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throughput by having the effect of increasing the number
of pipelining stages [26], [27]. Seamless pipelining offers
a different pipelining option without significant structural
changes by inserting pipelining registers across arithmetic
components [8], [11], which, however, do not provide practi-
cal solutions.

Tomaximize the parallelism of the FIRfilter, it is necessary
to use the same number of MAC units as the taps of the
FIR filter, which is called a reference full-parallel FIR fil-
ter (FPFF) in this paper. However, with the typical pipelining
method, the throughput of the FIR filter is limited by the
propagation delay of the multiplier and adder, even in the full-
parallel architecture [24]. In this paper, we redesign the FIR
filter in a way that can fully utilize the seamless pipelining at
the gate level [8]. For the purpose, we create a new pipeline
architecture of a direct-form FIR filter based on the modified
Booth encoder (MBE) [12], Wallace reduction tree (WRT)
[10], [11] and hierarchical compressor array network [14].
Precise critical path analysis is provided at the gate level
to find the optimal number of pipelining stages and register
locations that minimize area while meeting specified timing
constraints.

If the timing constraint becomes loose enough that a full-
parallel architecture is not required, then it may be necessary
to reduce the number of processing elements. In this paper,
we propose two alternative architectures by modifying the
reference FPFF: single-MAC FIR filter (SMFF) and folded
FIR filter (FDFF). They compensate for the increase in prop-
agation delay due to recursive computations by appropriately
using compressors designed to prevent carry propagation and
separate clock sources. In summary, the contribution of this
paper is as follows:

• A novel high-speed full-parallel architecture of the FIR
filter based on MBE and Wallace tree is designed at the
gate level.

• A hierarchical Wallace tree network is employed to
facilitate the design and pipelining procedure.

• A method to find the critical path of the proposed archi-
tecture is provided.

• A propagation delay of the proposed FIR filter is formu-
lated in terms of unit gate delay to simplify the design
process.

• A novel design method for an optimal pipeline architec-
ture suitable for the given timing constraint is proposed.

• Practical design examples based on the proposed struc-
ture and analysis are provided with the synthesis results.

• Two alternative architectural options are proposed to
reduce the number of MACs by using bit-plane pipelin-
ing with compressor arrays.

The rest of this paper is organized as follows. In the next
section, a new architecture of the reference full-parallel FIR
filter is designed. The detailed algorithm and architecture
of MBE and hierarchical WRT network are also described.
Section III proposes a precise critical path analysis of the
proposed reference FPFF, and its optimal pipelining strategy

for a given timing constraint. The design examples are also
given in this section. Section IV presents alternative two
architectural options to balance between area and through-
put by reducing the number of MACs. In Section V, the
proposed and existing architectures are synthesized and com-
pared. In Section VI, a discussion on the simulation results is
described. Section VII introduces the main DSP applications
of the proposed filter and future research directions. Finally,
conclusions are given in Section VIII.

II. REFERENCE FULL-PARALLEL ARCHITECTURE
A K -tap FIR filter produces the output sample y(n) using the
K most recent input samples of x(n), x(n−1),. . . ,x(n−K+1)
as

y(n) =
K−1∑
k=0

w(k)x(n− k), (1)

where w(k) for 0 ≤ k ≤ K − 1 represents the (k + 1)-th
FIR filter coefficient. The K -tap FIR filter needs to perform
K multiplications and (K − 1) additions to obtain one out-
put sample y(n). Note that the maximum throughput can be
achieved when the K multipliers and the (K − 1) adders
are used in parallel as shown in Fig. 1. This type of full-
parallel FIR filter (FPFF) generates one output sample per
clock period.

FIGURE 1. Structure of K -tap direct-form full-parallel FIR filter assuming
K is a multiple of 4.

A lot of architectures have been proposed for the hardware
implementation of FIR filter to improve area, throughput, and
power consumption, and to find their optimal trade-offs. The
history of the implementation of FIR filters and their pros
and cons have already been highlighted in many previous
articles [19], [20], [22], [25], [27], [28], so they are not
repeated in this paper. Instead, we want to use a full-parallel
implementation as a reference design for further discussion
in order to target very high throughput applications. The
block diagram of the proposed architecture of the reference
FPFF, especially for the case of K -taps, m-bit inputs, and
m-bit coefficients, is shown in Fig. 2. It consists of modified
Booth encoders, a hierarchical Wallace reduction tree (WRT)
network, and a ripple carry adder (RCA).

A Booth encoder is widely used as a multiplier for the FIR
filter [29], [30], especially, modified Booth encoder (MBE)
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FIGURE 2. Structure of K -tap reference full-parallel FIR filter.

TABLE 1. Encoding to obtain m/2 partial products using m-bit MBE [12].

proposed by Kuang et al. [12] is known as one of the most
efficient multipliers among the existing Booth encoder vari-
ants since it results in the smallest number of partial products
(PP). In the proposed reference K -tap FPFF, a total K MBEs
are used, one per each tap. Assumingm is even, multiplication

FIGURE 3. Four partial products generated by an 8-bit MBE.

TABLE 2. The required number of WRT levels according to the number of
partial products.

of the m-bit input by the m-bit coefficient using MBE yields
a total m/2 PPs. Table 1 lists how each bit of m/2 PPs is
encoded in order, where xi and wi denote the i-th bit of the
m-bit input x and the m-bit coefficient w, respectively. For
more detailed algorithm and circuit diagrams to implement
this, refer to [12]. Fig. 3 shows four PPs of the 8-bit input x
and 8-bit coefficient w.

The Wallace reduction tree (WRT) is used to implement
the adder tree of the FPFF in Fig. 1. WRT is responsible for
reducing several PPs generated by MBE into two PPs. The
main task of WRT is to group 2 or 3 bits at the same bit
position and use a half adder (HA) or a full adder (FA) to
reduce to 2 bits over 2 consecutive bit positions. This process
continues until two PPs are left over several levels within the
WRT. The required number of levels depends on the number
of PPs as listed in Table 2. Since the propagation delay of each
level is at most FA delay, WRT is suitable for speeding up the
additions with the pipelining inside the adder tree of the FIR
filter. This is because the operation of one FA does not depend
on the result of other FAs or HAs in the same level.

Since one m-bit MBE produces m/2 PPs, the total number
of PPs inK taps is equal tom/2×K . Furthermore, as the num-
ber of bits or taps of the filter increases, the number of PPs
increases, which makes the design of the WRT complicated.
In order to avoid the design difficulties, a hierarchical WRT
network can be used in the proposed architecture as shown in
Fig. 2. Specifically, the role of the first stageWRT is to reduce
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FIGURE 4. (a) Dot diagram of MBE and the first stage WRT when m = 8.
(b) Accumulation of the propagation delays without pipelining.

the m/2 PPs generated by the MBE of each tap into two PPs.
Therefore, the required number of levels depends on the bit-
width m. If m = 8, two levels are needed to reduce 4 PPs to
2 PPs, whose dot diagram is shown in Fig. 4 (a). Note that the
dots representing the initial 4 PPs are equivalent to the results
in Fig. 3.

The subsequentWRT collects two PPs from each first stage
WRT, then reduces them to two PPs again over several levels
to implement the adder tree. Specifically, if K = 8, the
number of PPs becomes 16, and the reduction procedure can
be completed in the second stage WRT with 6 levels, whose
dot diagram is shown in Fig. 5. However, the number of PPs
handled by oneWRT can be limited to 16 or less. As a design
example, consider an FIR filter with 16 taps. Then, the first
stageWRT generates a total of 32 PPs, i.e., 2 PPs per tap. The
second stage WRT is composed of 2 WRTs with 16 PPs or 4
WRTs with 8 PPs. If 2 WRTs with 16 PPs each are selected,
4 PPs are generated by the second stage WRT. The next third

FIGURE 5. Dot diagram of the second stage WRT with 16 partial products.

stage WRT receives 4 PPs from the second stage WRT and
processes them as shown in Figs. 6. Finally, 2 PPs are passed
to the RCA.

The ripple carry adder (RCA) is used to add the final two
PPs, which are the outputs of the last stage WRT to create
the output of the FIR filter. The RCA is the simplest adder
that performs m-bit addition by m full adders (FA) connected
in series. Alternative fast adders such as a carry look ahead
adder (CLA) or other variants may be selected, but RCA is
used in this paper in order to have a regular structure with
WRT which consists of only bit adders such as FAs.

III. DESIGN OF PROPOSED FINE-GRAINED PIPELINE FIR
FILTER
A. SIMPLIFICATION FOR ANALYSIS
Our goal in this Section is to derive a very high speed FPFF
through fine-grained seamless pipelining. The throughput of
the FIR filter can be improved by inserting pipeline registers
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FIGURE 6. Dot diagram of the third stage WRT with 4 partial products.

TABLE 3. Simplification of propagation delays of logic gates to a linear
scale of unit gate delay.

into the critical path at the expense of increasing latency and
area. Therefore, the design of the pipeline FIR filter should
begin with finding the critical path that causes the longest
propagation delay. There are a lot of paths from each input
bit to each output bit, of which the critical path with the
longest propagation delay should be found through analysis.
However, it is not possible to predict which gates in the
standard cell library will be selected during the synthesis
process. Also, the delay for each gate is not fixed either
as it can change depending on constraints imposed on the
synthesis process as well as temperature, load delay factor,
output load capacitance, etc. In order to facilitate the analysis
procedure and to help in establishing subsequent pipelining
strategies, we simplify the analysis as follows:

• The logic circuit to be synthesized is reasonably pre-
dicted based on the logic expression to obtain the
variable.

• The propagation delay is estimated by simplifying the
logic circuit with only AND, OR, XOR, and 2:1 MUX.

• The delay of logic inversion is ignored.
• The gates with multiple inputs are available, but their
propagation delays are the same regardless of the num-
ber of inputs.

• The propagation delay of each gate does not change
depending on the external environment, temperature,
load capacitance, etc.

• The propagation delay of each gate is simplified to a
linear scale of the unit gate delay, i.e., nDG. See Table 3.

B. CRITICAL PATH ANALYSIS
Let us begin with the propagation delay analysis of MBE
based on the expressions that derive the PP bits summarized

TABLE 4. Propagation delays to obtain partial product bits using MBE.

FIGURE 7. (a) Half adder. (b) Full adder.

in Table 1. Since it is assumed that the delay of inversion
is ignored in the analysis, all the bars above the variables in
Table 1 can be removed for ease of estimation. Also, remem-
ber that it is assumed that the delay of a specific gate does not
change according to the number of inputs. The propagation
delay to obtain each PP bit is summarized in Table 4. Some
variables are also listed in the fourth column as they have
different delays in the least significant bit position i = 0.
As a result, the estimated delay for each PP bit is shown in
Fig. 4(b). It should be known that the critical path of MBE is
in the calculation of α0 whose delay is 6DG regardless of the
input bit-width of the MBE.

There are only two components in WRT: a half adder (HA)
and a full adder (FA). Assume that HA and FA can be imple-
mented with logic circuits as shown in Fig. 7 and either of
their two inputs to the output has the same delay. Then, their
propagation delays for all the paths from inputs to outputs can
be approximated as listed in Table 5. It is worth knowing that
one operation is independent of others within the same level
of WRT. Therefore, the maximum propagation delay of one
level of WRT cannot exceed 4DG, and thus the delay of the
entire WRT is equal to 4nDG, where n is the number of levels
in WRT.

The FIR filter output y(n) can be obtained by adding the
two PPs which result from WRT using RCA. Let us examine
the propagation delay of the RCA with the dot diagram in
Fig. 8 which is for the addition of the last two PPs in Fig. 6.
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TABLE 5. Propagation delays for a half adder and a full adder.

FIGURE 8. Dot diagram of RCA with 2 partial products.

The empty circles mean the COUT bits propagated from the
lower bit position. The RCA consists of one HA in bit posi-
tion 2 and 17 FAs in bit positions from 3 to 19. Assuming
that all the bits of both input PPs arrive at the same time,
Paths- 1© and 2© can be the candidates for the critical path.
Using approximations from Table 5, we can see that Path- 2©
becomes a critical path by

cPath- 1©: TRCA= THAC + 16TFCC + TFCS=35DG, (2)

Path- 2©: TRCA= TFAC + 15TFCC + TFCS=36DG. (3)

Note that COUT arrives from the HA of bit position 2 before
the operation of A ⊕ B in the FA of the bit position 3 is
completed. Therefore, regardless of whether there is an HA
or an FA at the least significant bit position, the propagation
delay of an RCA is dependent on only the number of FAs, i.e.,
TnRCA which denotes the delay of the RCA having n FAs, can
be represented as follows:

TnRCA=TFAC + (n− 2)TFCC + TFCS = (2n+ 2)DG, (4)

C. FINE-GRAINED SEAMLESS PIPELINING
The straightforward way to apply the pipelining to the ref-
erence FPFF is to insert the registers after MBE as well as
WRTs on the dotted lines in Fig. 2. In order to obtain higher
throughput, pipelining registers can be inserted at the gate
level through fine-grained seamless pipelining. This section
describes how to design a pipeline FPFF at the gate level, how
to determine the number of pipeline stages to minimize cost,
and how to locate the pipeline registers for a given timing
constraint. All the design procedures are based on precise
critical path analysis.

The first possible location of the pipeline registers is indi-
cated by a dotted line before level 1 in Fig. 4, which stores
the results of the hidden MBE calculation. Then, the delay
of the first pipeline stage becomes 6DG, that is, to obtain α0
in the first PP. Next, for pipelining of the WRT, the registers

FIGURE 9. Dot diagram for pipelining inside RCA.

TABLE 6. Approximate propagation delay of pipeline stage.

can be inserted before and after theWRTs, as well as between
levels inside WRTs. The dotted lines in Figs. 4, 5 and 6 show
their possible locations. If one pipeline stage contains n levels
of WRT, the delay for that pipeline stage, denoted as TnWRT,
becomes 4nDG, where one 4DG corresponds to TFAS or TFAC.

The pipeline registers can also be inserted between the
FAs inside the RCA. The possible locations of the pipeline
registers are shown as the dotted line in Fig. 9, where the top
dotted line is between the last level of WRT and RCA. If a
pipeline stage contains n FAswhere n≥2, the delay denoted as
TnRCA can be calculated as (4). Note that inserting a pipeline
register after every individual FA results in a 4DG delay, and
it does not help to decrease the delay of whole FIR filter since
MBE’s delay is 6DG. If the pipeline registers are placed for
each 2 FA as shown in Fig. 9, the delay of the RCA becomes
6DG except for the last FA with 4DG, and the delay of RCA
is balanced with that of MBE.

Meanwhile, some pipeline stages may involve a mixture of
several levels of WRT, MBE, and FAs in RCA. All the types
of pipeline stages and their propagation delays are summa-
rized in Table 6. Types-1, 2, and 3 refer to pipeline stages
with only MBE, WRT, and RCA, where n1 and n2 represent
the number of levels in WRT and number of FAs in RCA,
respectively. The delay for Types-4 is also straightforward
because it is the sum of the delays of Types-1 and 2.

For Type-5, where one pipeline stage contains n1 levels of
WRT as well as n2 FAs in RCA, it is worth a closer look. Let
us locate the critical path of Type-5 first in order to formulate
its propagation delay. Note that the critical path can be formed
in one of two paths in WRT area, that is, one is from A to S
of the FA in the same bit position, that is, in the vertical down
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FIGURE 10. Propagation delay in pipeline stage containing WRT and RCA.

direction, and the other is from A to COUT in the diagonal
down direction. On the other hand, in RCA area, we know that
the critical path goes from a lower bit position to higher bit
positions (from right to left) via carry propagation. Now, let us
see how the critical path is formed in Type-5 with the example
as shown in Fig. 10. In the figure, the last level-6 in Fig. 5
and the third stage WRT in Fig. 6 are combined with RCA
in order to constitute Type-5. First let us consider only the
area higher than the fifth bit position having the regular dot
diagram, where bothWRT and RCA are filled with only FAs.
In this area, the following two observations prove that the path
down vertically from the rightmost bit position becomes the
critical path:

1) Among the adjacent bit positions full of FAs, the lower
bit position forms the critical path when comparing the
delay between Path- 1© and Path- 2© as shown in the
second and third rows in Table 7.

2) InWRT, the critical path is formed vertically downward
rather than diagonally downward when comparing the
delay between Path- 2© and Path 3© as shown in third
and fourth rows in Table 7.

Thus, in the regular area which is full of FAs, Path- 3© verti-
cally descending from the rightmost 5th bit position andmov-
ing left through the carry bits of the RCA until it encounters
the pipeline register becomes the critical path.

However, if the bit positions where HA and FA are irreg-
ularly mixed in the WRT area, the 4th or lower bit positions
can be included in the possible candidates for the critical path
so that decision is not straightforward. That is, as shown in
Table 7, in the case of the pipeline stage starting from register
A and ending at register C, Path- 2© becomes the critical path,
but when starting from register B and ending at register C,
Path- 4© becomes the critical path. It is inefficient to determine
the critical path after exhaustively searching all the possible
paths in the irregular bit positions. Instead, if the critical path
is determined based on the bit position where the FA appears
first in the RCA as in Path- 4©, and registers are placed for
each of the two FAs after the bit position as shown in Fig. 9,
the delay will not increase even if the critical path is not
actually on this position. In conclusion, the propagation delay

TABLE 7. The delays to reach the input CIN of the FA at 7th bit position in
Fig. 10.

of Type-5 can be obtained by (4n1 + 2n2 + 2)DG where n1
and n2 are the number of WRT levels and the number of only
FAs in RCA, respectively.

Now, let us consider the last Type-6, which contains all of
MBE,WRTs, and RCA. It is equivalent to the entire structure
of a non-pipeline FPFF. Note that the critical path of this
type descends vertically from the bit position, which is the
rightmost of the FA-filled bits, and travels to the left through
the carry bit of the RCA. Then, the propagation delay ofMBE
becomes 4DG instead of 6DG because the critical path is not
on the bit position with α0. Also, the delays of WRTs and
RCA are 4n1DG and (2n2+2)DG, where n1 and n2 are the sum
of all WRT levels and number of FAs in RCA, respectively.
Therefore, the formula in the last row of Table 6 can be
obtained by summing the delays of all the components.

D. DESIGN EXAMPLE
In the last Section, the propagation delay of the pipeline FPFF
is expressed in terms of nDG. An approximation of DG can
be obtained from a CMOS library for synthesis, which can
speed up pipelining decisions in the design. Otherwise, the
design procedure can begin with a non-pipeline reference
FPFF, and increase the number of pipeline stages until the
timing constraint is met. As a design example, let us con-
sider a pipelining of an 8-bit, 16-tap reference FPFF which
consists of the MBE in Fig. 3, hierarchical 3 stages WRTs
in Figs. 4(a), 5, 6, and RCA in Fig. 8. The total number
of levels of WRTs becomes 10 where the 1st, 2nd, and 3rd
WRTs have 2, 6, and 2 stages, respectively. The RCA has
17 FAs from bit positions 3 to 19. Table 8 lists six design
examples with the different number of pipeline stages. The
design in the second row represents the non-pipeline FPFF,
and its propagation delay can be obtained by substituting 10
and 17 for n1 and n2 of Type-6, respectively, then resulting
in 80DG. The design with 2 pipeline stages in the third row
can be obtained by inserting the registers after the ninth level
of WRT (n1 = 9), that is, after level-1 of the third stage
WRT. Then, the first pipeline stage has Type-4 with n1 =
9. Its propagation delay becomes 42DG. where 6DG is for
MBE and 36DG for WRTs. The second pipeline stage has
40DG with 4DG for remaining 1 level for WRT and 36DG
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FIGURE 11. Structure of a single MAC FIR filter (SMFF) with m = 16.

for 17 FAs in RCA, i.e., Type-5 where n1 and n2 are set
to 1 and 17, respectively. It is known that the first pipeline
stage with a longer propagation delay contains the critical
path. If the timing constraint is not met for 2-stage pipeline
design, additional pipeline stages can be added based on the
analysis. The locations of the pipeline registers and corre-
sponding parameters of n1 and n2 are summarized in Table 8.
Note that the maximally pipelined FPFF can be obtained by
inserting pipeline registers after MBE, every WRT level, and
every 2 FAs in RCA having total 20 pipeline stages, and the
maximum throughput becomes 1/6DG.

IV. DESIGN ALTERNATIVES
A. SINGLE-MAC FIR FILTER
Based on the reference full-parallel architecture, let us con-
sider a design alternative to find different trade-offs between
area and throughput. A single-MAC FIR filter (SMFF) uses
components of the reference FPFF, but involves only one
MAC unit. The SMFF performs K -tap FIR filtering through
K recursive MAC computations over K clock cycles. There-
fore, the area of the SMFF can be significantly reduced at the
expense of throughput. The detail structure of the proposed
SMFFwithK 16-bit inputs andK 16-bit coefficients is shown
in Fig. 11. The MBE receives one input and one coefficient
every clock cycle and then produces m/2 PPs. The compres-
sor array reduces m/2 + 2 PPs, i.e., the m/2 PPs from the

FIGURE 12. A 10:2 compressor array consisting of m 10:2 compressors.

FIGURE 13. Hierarchical structure for 10:2 compressor.

MBE and the other 2 PPs from the registers, to 2 PPs. The
generated 2 PPs are stored in the registers and taken by the
compressor array again in the next cycle.

Although the first stage WRT shown in Fig. 4(a) can be
reused as a compressor array, one of the various compressors
found in the literature can also be employed for the purpose.
The compressor proposed recently in [14] can be one of the
best candidates as it offers a shorter critical path by limit-
ing carry propagation compared to the existing compressors.
In addition, it provides compressors of various sizes in a hier-
archical structure, so fits well with the proposed FIR filter.
If m is 16 bits, the compressor array should serve to reduce
10 PPs to 2 PPs, which can be implemented by connecting
10:2 compressors in series as shown in Fig. 12. Note that
the number of compressors is equal to the number of bits of
the PPs. Fig. 13 shows the hierarchical structure of a 10:2
compressor which consists of 3:2, 4:2, and 7:2 compressors,
whose circuit diagrams are shown in Fig. 14(a), (b), and (c),
respectively.

It is known from Fig. 13 that the propagation delay of
the 10:2 compressor is the sum of the delays of 7:2 and 3:2
compressors. Also, as can be seen in Figs. 14(c) and (a), the
propagation delay of 7:2 compressor is 6 XOR gate delays
and the one of 3:2 compressor is 2 XOR gate delays. As a
result, the delay of the 10:2 compressor becomes 8 XOR gate
delays. Since the carry propagation is avoided in the 10:2
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TABLE 8. Design examples of pipeline FPFF with 8 bits and 16 taps.

FIGURE 14. (a) 3:2 compressor. (b) 4:2 compressor. (c) 7:2 compressor.

compressor array, the total delay of the 10:2 compressor array
is equivalent to the one of each 10:2 compressor. Note that
the 10:2 compressor array has a shorter propagation delay
than a corresponding 5 level WRT with 10 PPs as input with
10 XOR gate delays. However, for the proposed full-parallel
architecture, WRT is more advantageous to have a regular
structure to apply the proposed pipelining technique. On the
other hand, in SMFF, the compressor array is recommended
since reducing the delay of the compressor is key to increase
the throughput.

The multiply-and-accumulation process is repeated K
times, and the final two PPs are added using the RCA. It is
important to know that the last addition only needs to be

FIGURE 15. Structure of a folded FIR filter (FDFF) with m = 16.

performed once to finally obtain the output y(n) without
having to perform the operation for each tap. Therefore,
in Fig. 11, the upper two registers for accumulation and
the lower two registers for storing the final two PPs are
synchronized to different clocks, i.e., bit-clock and word-
clock, respectively. The word-clock period is set to be K
times longer than that of the bit-clock, that is, Tword-clock =
KTbit-clock. Although the RCA has a longer delay than the
MBE or compressor array in the proposed SMFF, it is not
on the critical path since it is synchronized to the word-
clock, and therefore, does not affect the throughput of the
FIR filter. The SMFF can produce one output sample every
K bit-clock cycles where Tbit-clock is set to have a longer
period than TFF + TMBE + 6TXOR. It should be noted that
the proposed SMFF can providemuch higher throughput than
the conventional single-MAC-based FIR filter [19], where the
clock period is set to the sum of the delays of the discrete
components of multiplier and adder.

B. FOLDED FIR FILTER
A folded FIR filter (FDFF) uses two or more MBEs and
compressor arrays, but less than the number of taps of the FIR
filter. The FDFF is slower than FPFF but occupies less area,
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TABLE 9. Comparison of synthesis results of full-parallel FIR filters when m = 8 and K = 16.

and in contrast, has larger area than the SMFF but runs faster.
That is, an optimal trade-off between SMFF and FPFF can
be found by adjusting the number of MAC units according to
the required timing constraint. The structure of the proposed
FDFF, especially with two MAC units is shown in Fig. 15.
Two pairs of inputs and coefficients are fed into MBE every
Tbit-clock. If the input and coefficients are m-bits each, then
each MBE produces m/2 PPs, which are used as inputs to
the m/2 + 2:2 compressor array. If the bit-widths of input
and coefficient are 16-bits, two 10:2 compressor arrays, each
of which is the same as the one in the SMFF, and one 4:2
compressor array are employed. The architecture of the 4:2
compressor is shown in Fig. 14 (b). Each 10:2 compressor
array produces two PPs, i.e., a total of 4 PPs, which are stored
in the upper 4 registers, then fed back to the compressor arrays
with the next MBE output on the next bit-clock cycle. If the
number of taps of the FIR filter is K where K is even, this
process is repeated K/2 times to have one output sample.
After K/2 repetitions, the 4 PPs accumulated in the registers
are reduced to 2 PPs using a 4:2 compressor array, and finally
the output of the filter is obtained using the RCA. Since the
operations of the 4:2 compressor array and RCA only need to
be performed once per K/2 bit-clock cycles, Tword-clock can
be set to have a K/2 times longer period than the Tbit-clock.
Also, note that Tbit-clock can be set to equal to the one of the
SMFF, that is, TFF + TMBE + 6TXOR because their critical
paths are the same.

V. SIMULATION RESULTS
We have coded all the proposed pipeline and non-pipeline
FPFFs presented as design examples in Table 8 in VHSIC
hardware description language (VHDL). The number of taps
is set to 16, i.e., K = 16 and the bit-width of input and
coefficients are chosen to be 8. Since the internal data are not
truncated so that no quantization error occurs, the output of
the FIR filter is 20 bits. For the comparison of the proposed
high-throughput FPFFs with the existing full-parallel FIR
filters [25], [26], [28], [31], [32], we have synthesized them

using the Synopsys Design Compiler with TSMC 90-nm
standard CMOS library [33].

Table 9 shows the synthesis results in terms of data arrival
time (DAT), the throughput (TPT), area, area-delay product
(ADP), power consumption (PC), and energy per sample
(EPS). Delays expressed as the number of unit gate delays,
nDG in Table 8 are listed again in the second column of
Table 9. The third column shows the estimated DAT, namely,
EDAT which is the sum of the logic delay and flip-flop delay
in the second column. The values of DG and TFF are set to
0.054ns and 0.23ns, respectively, which were obtained from
simulation with the technical library. EDAT can be compared
to DAT, which is the actual synthesis result listed in the fourth
column. The value of EDAT matches well with the value of
DAT. EDAT has proven to be a useful tool in determining the
number of pipeline stages to satisfy a given timing constraint.

The synthesis results show that the DAT of the pro-
posed non-pipeline architecture, namely non-pipline FPFF-1
is 4.55ns. TPT becomes the reciprocal of DAT because a
full-parallel design can produce one output sample per clock
cycle. Therefore, the TPT for a non-pipeline FPFF-1 is 220
Mega samples per second (MSPS). The proposed two-stages
pipeline FPFF denoted as pipeline FPFF-2 is estimated to
have about half the DAT compared to the non-pipeline design,
and the synthesis result proves it. As expected, DAT contin-
ues to decrease as the number of pipeline stages increases.
Among the proposed FIR filters, the design with the highest
throughput has 6 unit gate delays as shown in the last row of
Table 9, and its actual synthesis result shows that this value
is 0.54ns. The area of the proposed filter increases as the
number of pipeline stages increases, but the increase is mostly
the register area. FPFF-6 has more than twice the area of
FPFF-1, but FPFF-1 is entirely made up of logic, indicating
that more than half of the area of FPFF-6 is occupied by
registers.

ADP is an indicator of the area and time efficiency for
which the FIR filter is designed, taking into account the trade-
off between throughput and area. It can be seen from Table 9
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TABLE 10. Comparison of the synthesis results of SMFF and FDFF when m = 16 and K = 16.

that the ADP value continues to decrease as the number of
pipeline stages increases. Meanwhile, the metric for measur-
ing energy efficiency is the EPS shown in the last column
of Table 9, which means the energy required to acquire one
output sample. As expected, the EPS increases as the number
of pipeline stages of the FIR filter increases.

The proposed pipeline FPFF-6 has a larger area than the
designs in [25], [28], and [32], but offers the highest through-
put and lowest ADP compared to the existing FIR filters
shown in Table 9. Specifically, the throughput of the proposed
FPFF-6 provides 9.65, 3.15, 2.93, 2.09, and 28.49 times
higher throughput and 64.4%, 73.5%, 14.9%, 58.8%, and
73.1% less ADP compared with the ones proposed in [25],
[26], [28], [31], and [32], respectively.

The proposed SMFF and FDFF have also been synthesized
withm = 16 andK = 16, and comparedwith the correspond-
ing designs in [19] and [31] in Table 10. According to the
synthesis results, both proposed designs have the same DAT,
and the value is 1.27ns. Since the number of output samples
per clock cycle (NOC) for both designs are 1/16 and 1/8, the
throughput (TPT) will be NOC divided by DAT, resulting in
49.21 MSPS and 98.43 MSPS, respectively. The single MAC
designs of [19], [31] and the proposed SMFF have only one
MAC, but the proposed SMFF has 3.06 and 1.27 times higher
throughput, and 75.8% and 71.8% less ADP than the designs
of [19] and [31], respectively. The proposed FDFF also has
an ADP of 51.1% less than the folded design of [19], which
efficiently trades off area and throughput.

VI. DISCUSSION
A. DISCUSSION OF RESULTS
The area complexity of the proposed filter is approximately
proportional to the increase of the input bit-width, coefficient
bit-width, or the number of tabs. However, more discus-
sion is needed on the speed performance of the proposed
structure. As listed in Table 9, the proposed FPFF-6 shows
the maximum operating speed that the proposed full-parallel
architecture can support. Specifically, the speed of 1.85GSPS
is a very high speed which is not found in the literature.
For conventional FIR filter structures, pipeline registers are
placed before and after individual components such as mul-
tipliers or adders, therefore, the TPT structurally decreases
as the bit-width increases. Also, as the number of taps of

the FIR filter increases, the TPT decreases. In contrast, the
proposed FPFF is designed to provide 6DG DAT regardless
of the bit-width or number of taps when maximally pipelined.
More specifically, when pipelining is not applied, the propa-
gation delay of RCA and the first stage WRT is proportional
to the bit-width. Meanwhile, the propagation delay of the
WRT after the second stage increases in proportion to the
number of taps of the filter. However, we have taken 6DG
as the delay in the critical path by reducing all delays except
MBE to 4DG through fine-grained seamless pipelining. The
proposed design offers a very low DAT of 0.54ns, resulting in
the throughput over 1.85 Giga samples per second (GSPS).
It proves that the throughput of the proposed full-parallel
design can be significantly improved only at the cost of the
register area without additional combinational logic. This is
why the proposed design has a significantly lower ADP than
the existing design. On the other hand, as the number of
registers increases, the power consumed by the registers also
increases, so the energy efficiency decreases. But, energy
efficiency should not be reduced too much unless exces-
sive pipelines are used so that the sequential logic becomes
dominant.

Throughput for SMFF and FDFF is calculated in terms of
NOC/DAT. In the design process, we focused on maximizing
TPT by reducing DAT and hypothesized that DAT should be
TFF + TMBE + 6TXOR. By identifying the critical path in the
synthesis report and looking at the actual synthesis results in
Table 10, we could see that this value is close to a few gate
delays of 1.27ns, which is one of the design goals of this work.

B. LIMITATIONS OF THE PROPOSED ARCHITECTURE
FIR filters are generally used as part of a system rather than a
complete system by itself. It is demonstrated in this paper that
the proposed FIR filter is capable of high-speed processing,
but to be deployed in actual system, we need to look at the
speed requirement of the whole system. In certain applica-
tions, where very high-speed is required, the speed of all sub-
systems including the FIR filter unit need to be enhanced
according to the system level specification. However, most of
the signal processing algorithms consist of basic operations
such as addition/subtraction, multiplication, addition chain,
and MAC, and each basic operation has a method capable of
high-speed processing [8]. Therefore, the proposed FIR filter
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can be combined with other high-speed implementations to
contribute to the speed improvement of the entire system.

On the other hand, the Wallace tree design is not always
straightforward. In particular, the design of the Wallace tree
should be changed depending on the bit-width of the coeffi-
cients or the truncation of the intermediate result. This kind
of limitation is observed in all such high-speed and low-
area implementation of FIR filters, and not specific to the
proposed design. Moreover, the Wallace tree does not need to
be modified to change the coefficient values of the FIR filter.
Also, the truncation process can be simplified by pruning the
lower bits of the Wallace tree.

C. APPROXIMATION OF FIR FILTER COEFFICIENTS
As in this paper, FIR filter designs are targeting the integrated
circuit implementations such as the ASICs or FPGAs which
use fixed-point arithmetic rather than floating-point arith-
metic to reduce the implementation complexity and overall
chip cost. For the proposed FPFF, we have used an 8-bit fixed-
point representation for the filter coefficients, and a 16-bit
representation for the coefficients of SMFF and FDFF. If the
bit-width of the filter coefficients is increased, the signal-to-
quantization noise ratio decreases, resulting in an increase in
the stopband attenuation of the FIR filter. This is a trade-off
to increase the resolution, which will increase the number of
partial products and bit-width that are produced by MBE.
Finally, this increases the complexity of the FIR filter by
increasing the volume of the Wallace tree and compressor.
However, even if the complexity of the proposed FIR filter
increases, the DAT of the maximally pipelined FPFF remains
at 6DG. That is, the high throughput, which is a main advan-
tage of the proposed structure, can be maintained regardless
of the increase in the resolution.

As an alternative, if the coefficients of the FIR filter are
fixed, the filter coefficients can be approximated in the form
of a sum of powers-of-two [34]. Then, MBE can be removed
from the proposed architecture and instead, the input to the
first stage WRT will be a number of shifted inputs equal
to the number of powers-of-two terms. As a result, MBE is
removed, and the volume of the Wallace tree is also reduced,
simplifying the entire FIR filter realization. Use of approx-
imate coefficients degrades the frequency response of the
FIR filter, but can significantly reduce the complexity of the
proposed architecture. Also, since MBE disappears, the min-
imum DAT can be reduced to 4DG equal to the propagation
delay of one FA. Based on the application requirement on the
sensitivity of frequency response and the chip cost, one can
consider the approximation strategy.

VII. APPLICATIONS OF THE PROPOSED FIR FILTERS
The proposed structure can be used in a variety of high-
throughput DSP applications or in the design of digital com-
munication modules based on FIR filters [8].

• It can be used directly as an interpolation filter in digital
transmitters that require a sampling rate of 1 Gigahertz

or higher [34]. Since the coefficients of the FIR filter
for a given application is generally are constant, and
also can be expressed in powers-of-two form to reduce
computational complexity, the proposed FIR filter can
be modified by the method described in Section VI-C.

• Least-mean-square (LMS) adaptive filters are widely
used in communication applications, where several lev-
els of pipelining are difficult to be applied, even if high
throughput is required. Thus, the proposed non-pipeline
FPFF structure can be used to obtain high throughput
without increasing the adaptation delay [24].

• Matrix multiplications and discrete transforms basically
consist of many dot product operations, but their high
complexitymakes it difficult to achieve high throughput.
Very high throughput can be achieved by using the pro-
posed pipeline FPFF in parallel [35], [36]. However, fur-
ther study is still needed to find an efficient implementa-
tion in terms of area and power consumption, rather than
replicating a few simple FIR filters and arranging them
in parallel.

• Convolutional neural networks (CNNs) require very
high throughput, and on the other hand involves many
layers of convolutional operations. In order to design
processing elements for CNNs, very high throughput
can be achieved by designing the tiles usingMACs based
on MBE, compressor arrays, and registers used in the
proposed SMFF and FDFF [5].

• The proposed MAC architecture used in SMFF and
FDFF method could also be used to accelerate the
CORDIC or quaternion-based high-dimensional vector
rotation. The method of applying the proposed structure
to CORDIC based activation function of artificial neural
networks that require very high throughput may also be
an area of future research. [37]

• High-throughput low-latency digital FIR filter is
required for read channels of modern disk drives. Specif-
ically, the equalization step of the read channel is per-
formed by an FIR filter whose data rate should support
up to 1 GHz frequency [38].

Among the examples presented, the proposed architecture
can be applied without major changes in the case of a general
FIR filter or the adaptive LMS filter. For other applications,
the proposed FPFF or SMFF/FDFF can be selectively applied
depending on whether it has a parallel structure or a MAC-
based recursive structure.

VIII. CONCLUSION
In this paper, we have proposed pipeline FIR filters that
can provide very high throughput of over 1.85 GSPS. The
proposed design begins with a reference full-parallel design
based on MBE, hierarchical Wallace tree network, and RCA.
The propagation delay of the FIR filter has been approxi-
mated in terms of unit gate delay through precise analysis,
which helped to establish an efficient pipelining strategy at
gate level. As a result, the proposed full-parallel design can
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achieve very high throughput through fine-grained seamless
pipelining. In this paper, we have also proposed alternative
structures, which provides relatively high throughput while
significantly reducing the area. The significance of this paper
is that the proposed FIR filter can provide scalability to DSP
applications that require very high throughput rate, which is
more than Giga samples per second.
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