
Received February 2, 2021, accepted February 17, 2021, date of publication February 23, 2021, date of current version March 3, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3061288

Improved Particle Swarm Optimization
Algorithm for AGV Path Planning
TAO QIUYUN , SANG HONGYAN , (Member, IEEE), GUO HENGWEI , AND WANG PING
School of Computer Science, Liaocheng University, Liaocheng 252059, China

Corresponding author: Sang Hongyan (sanghongyan@lcu-cs.com)

This research was partially supported by the National Natural Science Foundation of China (61773192 and 61803192), Special
fund plan for local science and technology development lead by central authority, Research project of Liaocheng
University (318011922).

ABSTRACT In smart manufacturing workshops, automated guided vehicles (AGVs) are increasingly used
to transport materials required for machine tools. This paper studies the AGV path planning problem of a
one-line production line in the workshop, establishes a mathematical model with the shortest transportation
time as the objective function, and proposes an improved particle swarm optimization(IPSO) algorithm to
obtain an optimal path. In order to be suitable for solving the path planning problem, we propose a new
coding method based on this algorithm, design a crossover operation to update the particle position, and
adopt a mutation mechanism to avoid the algorithm from falling into the local optimum. By calculating the
shortest transportation time obtained, the improved algorithm is compared with other intelligent optimization
algorithms. The experimental results show that the algorithm can improve the efficiency of AGV in material
transportation and verify the effectiveness of related improvement mechanisms.

INDEX TERMS Automated guided vehicle, improved particle swarm optimization algorithm, scheduling
optimization, routing plan.

I. INTRODUCTION
With the continuous development of society, intelligent man-
ufacturing has been extensively developed. Material trans-
portation in the manufacturing process is an indispensable
part of the workshop production process and an important
part of the workshop job scheduling problem [1]. Improving
material handling management and the automation of mate-
rial storage processes can not only improve work efficiency
and speed up material flow, but also reduce production costs,
shorten production cycles and increase economic efficiency,
so AGV came into being. The use of AGV in the intelligent
manufacturing workshop to solve the problem of machine
tool scheduling, thereby obtaining the best solution, will help
the company develop into a manufacturing giant [2], [3].
In the intelligent production workshop, AGV is used to solve
two problems. One is the task scheduling problem. The other
is the path planning problem. Both are important parts that
affect workshop performance. This paper focuses on the path
planning part and aims to find the optimal transportation
path for the machine tool that calls materials. This plays
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an important role in shortening the transportation distance,
saving material transportation time, reducing logistics costs
and improving operation efficiency. So AGV has great appli-
cation value. Regarding the path planning of the AGV [4],
it mainly includes three issues: 1)Whether the running path is
conflict-free and deadlock-free (this is only limited to the case
of multiple AGVs, and the single AGV system does not need
to consider this issue); 2) The planned path should optimize
the operating efficiency of the entire workshop; 3) Whether
there is a feasible path between the two points (for example,
there are obstacles that involve impassable conditions).

This article aims at the one-line production line problem
in the production workshop, and establishes a mathematical
model with the shortest transportation time as the goal, and
finally obtains an optimal path. In the production workshop,
it usually includes three parts: AGV, machine tool and ware-
house. The layout of the one-line production line is shown
in Fig.1. There are n machine tools in the production line
in total, with n/2 machines on each side. The AGV travels
back and forth on the middle road to transport materials
for the machine tool. The initial location of the AGV is
in the warehouse, and the material is transported to one of
the machine tools according to the planned route by AGV.
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Then the AGV directly transports the material to the next
machine tool without returning to the warehouse until all
tasks are completed.

In the past research on the problem of AGV path
planning, scholars mostly use dynamic programming
algorithms, heuristic algorithms or intelligent optimiza-
tion algorithms, such as GA algorithm [5], ant colony
optimization (ACO) [6], [7] algorithm and particle swarm
optimization(PSO) [8] algorithm. Although the dynamic pro-
gramming algorithm can get the best solution to this problem,
it usually has the disadvantages of time-consuming and low
efficiency. Based on the above, this article uses the IPSO
algorithm to solve the path planning problem of the one-line
production line. The novelty of the IPSO algorithm is: 1) A
coding method based on path planning problem is proposed.
2) The crossover operation is designed to realize position
update. 3) The mutation operation is proposed to help jump
out of the local optimum.

The rest of this article is organized as follows.
Section 2 introduces the related work of AGV and the
PSO algorithm. Section 3 describes the establishment of the
model. Section 4 introduces the improvement of the IPSO
algorithm. In section 5, the improved algorithm is evaluated
through experiments to verify its effectiveness. The sixth
section puts forward conclusions and looks forward to the
future development direction of this research.

II. LITERATURE REVIEW
A. AGV PATH PLANNING AND SCHEDULING PROBLEMS
IN THE WORKSHOP
AGV is currently widely used in the production workshop,
mainly to select the best transportation path. The goal is to
meet the minimum distance between the starting point and
the end point, or to avoid collisions with obstacles. Path
planning can be transformed into an optimization problem
under certain goals, such as the shortest transportation time.
At the same time, certain constraints, such as time windows
and no collisions, can be restricted. Luo [9] presented a
single AGV scheduling mathematical model to ensure that
the total time completing the task is the shortest. Minis and
Tatarakis [10] proposed a dynamic programming algorithm
to minimize the routing cost of the single vehicle deliver-
ing random products and picking up items. Du et al. [5]
created a feasible route topology according to the specific
workshop layout and established a route planning model for
multi-load AGV. Using the model, the correct and effective
path can be got, and the efficiency of machine use can be
improved. Guo et al. [11] and others considered AGVs with
limited power supply capacity and established a single AGV
energy-saving path planning model with transportation path
and transportation energy consumption as the optimization
goal. Ding et al. [8] found an optimal path to avoid collisions
by considering the number of turns and turn time of the
AGV, and introducingGA to compensate the deficiency of the
PSO algorithm. Smolic-Rocak et al [12] proposed a dynamic
routing method to make the determined shortest feasible path

by extending the time window, so that there are no problems
such as conflicts in the system. He andMao [7] used the ACO
algorithm to construct a wireless grid route and obtained an
optimal distance route with obstacle avoidance ability. Most
of the studies mentioned above did not consider the problem
of inconsistent machine tool calling material time, but this
problem exists in the production workshop. On this basis, this
article considers theRTS (a fixed time period, this article is set
to 1000s). In RTS, the number of machine tools that need to
distribute materials is different, and the time point is different.
At any point in this period, any machine tools may call for
materials. According to the time for the machine tool to call
for materials, an optimal path is made so that the time for the
AGV to complete the task is the shortest.

B. PARTICLE SWARM OPTIMIZATION ALGORITHM
The PSO algorithm is a swarm intelligence algorithm [13]
proposed by Dr. Eberhart and Dr. Kennedy in 1995. It mod-
ifies individual action strategies through group information
sharing and the summary of individual’s own experience,
so as to determine how to adjust and change the direction and
speed of the flight in the next iteration. The speed and position
solution formulas are important for the PSO algorithm. The
formulas are defined as follows:

vk+1id = wvkid + c1r1
(
pkid − x

k
id

)
+ c2r2

(
pkgd − x

k
id

)
(1)

xk+1id = xkid + v
k+1
id (2)

where d represents the dimension of the search space.w is the
inertia weight factor, reflecting the particle’s ability to inherit
the speed of the previous iteration. d = 1,2,. . . , D; i = 1,
2,. . . , N . N represents the number of particles. k is the current
number of iterations. vid is the velocity of the particles. c1 and
c2 are non-negative constants, called acceleration factors. r1
and r2 are random numbers.

The PSO algorithm is a random search algorithm based
on mutual cooperation between groups. It was developed by
simulating the foraging behavior of birds. Because of its sim-
ple operation and fast convergence speed, it has been widely
used in many fields such as scheduling problem [14]–[16],
neural networks [17], power systems [18], biology [19], and
combined double auctions [20], etc.

Li et al. [21] proposed an improved PSO algorithm embed-
ded with a local search strategy (PSO-LS) to solve the single
machine scheduling problem with energy consumption con-
straints to achieve the goal of minimizing the total weighted
delay. The article designs a coding method suitable for
single-machine scheduling problems and the PSO-LS frame-
work. Experimental results show that the improved algorithm
has certain advantages for solving large-scale problems.

The paper by Ding and Gu [22] presented a hybrid
HLO-PSO algorithm to solve the flexible job shop scheduling
problem (FJSP). With the support of the HLO algorithm,
the PSO algorithm has stronger individual learning capabil-
ities and local search capabilities. The comparison between
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FIGURE 1. Schematic diagram of one-line workshop production line.

experimental results proves that the improved algorithm
proposed is more suitable for FJSP.

Zhang et al. [15] proposed a new bare-bonesmulti-objective
PSO algorithm based on the environmental/ economic
scheduling problem. The algorithm does not need to adjust
the control parameters. In algorithm, the mutation operator
can be dynamically changed over time to improve the search
ability. The global particle leader can be updated based on
the particle diversity. Experimental results show that the
algorithm can produce an excellent approximation of the real
pareto front.

Through literature analysis, it can be concluded that the
basic PSO algorithm has certain shortcomings. For example,
the basic PSO algorithm is only suitable for solving con-
tinuous problems, and has certain shortcomings in dealing
with combinatorial optimization problems, and it is easy to
fall into local optimality. For the different problems studied,
the PSO algorithm adopts different optimization strategies
to improve the performance of the PSO algorithm, such as
modifying the inertia weight coefficient [23], [24], updating
the speed and position formula [25]–[27], and enhancing the
local search [28], or combined with other intelligent algo-
rithms [29]. These conversions can help the PSO algorithm
find high-quality solutions. However, for the problem of pro-
cessing path planning, the continuous solution is likely to
cause a large number of invalid searches and affect efficiency.
Therefore, this paper proposes an integer coding method suit-
able for path planning problems, designs crossover operations
to update particle positions, and uses a mutation mecha-
nism to help particles jump out of local optimal positions
to enhance spatial search capabilities. Through the above
improvements, the method is more suitable for solving the
problem of AGV path planning, so as to ensure that the AGV
can complete the task in the shortest time.

III. PROBLEM DESCRIPTION AND MODELING
The problem of AGV path optimization is usually described
as: In the workshop, there is an AGV and a one-line pro-
duction line containing n machine tools. However, not all
machine tools call AGV for material transportation. Assume
that the number of machine tools calling for materials is m,
which means, during RTS, there are m (m ≤ n) machine
tools that needAGV to transport materials. TheAGVneeds to

start from the warehouse, and select the best path to transport
materials according to the time and distance of the machine
tools calling materials.

In view of the problem shown in Fig.1, the following
assumptions are made:
(1) AGV speed is consistent during operation.
(2) All equipment and machines are available.
(3) After the AGV is started, the problems of insufficient

power and sudden failure are ignored.
(4) The distance between adjacent machine tools is equal.
(5) The material types required by each machine tool are

the same.
(6) AGV does not need to return to the warehouse after

performing tasks, but directly executes the next task in
the queue, and does not return to the warehouse until
all tasks are completed.

Assume that production line in the workshop has
30 machine tools in total, that is, n = 30. The number m of
machine tools calling materials is uncertain. As mentioned
above, how to transport materials to the machine tool in
the shortest time is our first consideration. Specifically, we
propose the following mathematical model:
Tsl : Time for AGV to load material to the machine tool
Ti: The material transportation completion time of the

machine tool represented by the i-th task
T ′i : The material calling time of the machine tool

represented by the i-th task
Ci: The Time to start transferring materials to the machine

tool represented by the i-th task
m: Number of machines tools calling for material
V : The running speed of AGV
pos (xi): The position of the machine tool represented by

the i-th task
pos (x0): The initial position of the AGV
di−1,i: The distance between the two machine tools

represented by the i-1th and i-th tasks
ti−1,i: The time difference between the task completion

time of the two machine tools represented by the i-1 and
i-th tasks
xi−1,i: decision variable representing whether operated

xi−1,i =

{
0, T ′i < Ti−1
1, else
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TABLE 1. Coding method.

Taking the shortest transportation time as the objective
function, the formula is as follows:

F = min

{
m∑
i=1

ti−1,i

}
(3)

subject to:

di−1,i = |pos (xi−1)− pos(xi)| (4)

ti−1,i = di−1,i/V + Tsl + xi−1,i|T ′i − Ti−1| (5)

pos(x0) = pos (AGV ) (6)

Ti = Ti−1 + ti−1,i (7)

Ti−1 < Ci (8)

V represents the running speed of AGV. Tsl is the time
for AGV to load the material to the machine. The objective
function (3) is to find an optimal path so that the AGV spends
the shortest time after completing the distribution tasks of
all machine tools. Equation (4) represents the actual distance
between two adjacent distribution tasks of machine tools,
and Equation (5) represents the time required between the
two machine tools, including three parts: the actual distance
required time, loading time and waiting time. Equation (6)
represents the initial position of the AGV, which is the ware-
house. Equation (7) represents the time to complete the mate-
rial transportation of the machine tool represented by the i-th
task. Equation (8) expresses a constraint that the current task
must be completed before the next transportation task can be
carried out. It is worth noting that the position of the AGV
needs to be updated at any time according to the number of
the material being transported to the machine tool.

IV. IMPROVED PSO ALGORITHM
Although the PSO algorithm shows excellent performance
in solving various optimization problems, there is no unified
algorithm that can solve all optimization problems. In order
to improve the performance of the PSO algorithm for solving
discrete problems, a coding method suitable for path plan-
ning is proposed, and crossover and mutation operations are
designed to update particle position, enhance local search,
and greatly improve search efficiency.

A. ENCODING OF PARTICLES
Since AGV scheduling is a discrete optimization problem,
it should be coded using a discrete coding method, which can
greatly reduce the search range of the solution space. We use
the following vector to represent the i-th particle in the IPSO,
where Xi represents the i-th particle in the IPSO,m represents

the length of the particle, that is, the total number of machine
tools that call the material.

Because the machine and corresponding time of the calling
material are different, in order to make the coding more
convenient, this article adopts an integer coding method,
which uses the serial number of the transported material to
the machine tool to encode the particles. This method directly
reflects the AGV transporting the material to the machine
tool. Sequence can be expressed as {0, 1, 2, . . . , m-1}. Each
element in the particle includes the number of the machine
tool and the calling time of the machine tool. Each particle
represents a routing plan. According to the number of the
calling material and the calling time of the machine tool,
a particle is randomly generated. Therefore, the code can
be displayed in Table 1, where no represents the machine
number of the calling material, and the time corresponds
to the specific time when the machine calls the material.
For example, the i-th particle is Xi = (3,1,0,5,9,8,6,7,2,4),
which means that the order of AGV transportation material is
(11,2,9,8,17,14,10,3,7,18).

B. INITIALIZATION OF PARTICLE
For the evolution and convergence of the algorithm, a well-
structured initial population is very important. The algorithm
in this paper takes the population size as 100, and the process
of generating the initial population is as follows:

Step 1: Determine the particle length as m according to the
number of machine tools calling the material.

Step 2: Use the method of creating arbitrary dis-
crete random populations to generate random numbers
rk , rk ∈ [0, m-1] for particles, and generate m times in total.
Step 3: Confirm the generated particles and ensure that all

the machine tools that call materials are included.
Step 4: Repeat the above steps 100 times to generate an

initial population of 100 individuals.

C. CROSSOVER OPERATION
In the IPSO algorithm, a crossover operation is designed
to update the particle position. In this article, set the cross-
probability G = 1, that is, all particles must update the
position through the cross operation.

1) Randomly select the segment S ={S1, S2} of
individual optimal or global optimal solution P.

2) Insert the segment after the element e of the particle
Xi (e /∈ S, and the distance between the machine tool
represented by the e element and the machine tool
represented by S1 is the closest).

3) Delete S1, S2 in particle Xi.
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FIGURE 2. Cross operation of particle.

FIGURE 3. Insertion operation.

FIGURE 4. Reverse sequence mutation.

The example is as follows: Assuming that the selected seg-
ment S ={4,3} in P, the closest distance to the machine tool
18 represented by S1 = 4 is the machine tool 17 represented
by the element 9, and then the S segment is inserted into the
element 9 of the particle Xi after that. The duplicate elements
in particle Xi are then deleted, and a new particle is obtained.
The specific process is shown in Fig. 2.

D. MUTATION OPERATION
In the later iteration of the PSO algorithm, the algorithm has
the disadvantage of easily falling into the local optimum,
the convergence speed is relatively slow, and the suboptimal
solution is easily obtained. When it is detected that the global
optimal value three times has not been updated, the algorithm
is considered to fall into the local optimal value. To help jump
out of the local optimum, a mutation operation is proposed
to enhance its local search ability. In this paper, we set two
mutation operations, the mutation probability is Q = 0.2,
and the two mutation operations each account for 0.1. The
two mutation operations are as follows:
(1) Insertion operation. Randomly select a position in the

particle Xi, and insert the element at that position in
front of its neighboring elements, as shown in Fig.3.

(2) Reverse sequence mutation. Randomly select two ele-
ments in the particle Xi, and then reverse the part in
between, as shown in Fig.4.

E. ITERATION TERMINATION CONDITION
The termination condition adopted in this paper is that the
algorithm stops running after H iterations. Record the total
travel time of the AGV conveying material sequence obtained

when iterating 20 times, 40 times, 60 times, 80 times, 100
times, 120 times, . . . , to 200 times. Choosing an appropriate
number of iterations can avoid unnecessary waste of program
running time.

F. PROCEDURE OF THE ALGORITHM
According to the above improvement strategy, the complete
IPSO algorithm process is as follows:

Step1: Initialize all particles randomly.
Step2: Calculate the fitness of all particles. Save the opti-

mal solution of individual particles and the optimal solution
of the group.

Step3: Perform crossover operation according to
probability G.

Step4: Perform mutation operation with probability Q.
Step5: Calculate the fitness of the new generation of

individuals, the optimal solution of the new generation of
individuals and the overall best solution.

Step6: Determine whether the iterative conditions are met,
if yes, output the result; if not, return to Step 3.

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL SETTING
The experimental environment is the windows 10 operat-
ing system, the processor frequency is 2.5GHz, and it is
implemented using the C++ programming language, and
the Matlab software is used to draw pictures for the result
analysis. To verify the effectiveness of IPSO, the experimen-
tal results are compared with the PSO algorithm (Compared
with the IPSO algorithm in this paper, no mutation opera-
tion) algorithm, GA algorithm [5], ACO algorithm [7]. The
experimental data of this paper refer to these three docu-
ments. We get the practical example from the actual factory
(Foxconn Technology Group). The production line used in
our experiments includes 30 machine tools and one AGV.
Based on the number of machine tools that call materials,
the experiment in this article compares two cases, namely
10 machine tools and 25 machine tools, representing small-
scale and large-scale situations, to verify the effectiveness of
the IPSO algorithm. The time when each machine tool calls
materials is automatically generated within RTS.

1) Case 1: There are 10 machine tools in the RTS to call
materials, as shown in Table 2.

2) Case 2: There are 25 machine tools in the RTS to call
materials, as shown in Table 3.

B. PARAMETER SETTING
Tables 2 and 3 list the parameter values and experimental
values of the AGV workshop. To improve accuracy, each
algorithm was run 25 times. The comparison settings of
IPSO algorithm parameters and other algorithms are shown
in Table 4 and Table 5 below.

In Table 5, PopSize: population size, G: Crossover proba-
bility, Q: Mutation probability, Rho: Pheromone evaporation
coefficient.

In the experiment, we use relative percentage increase
(RPI) as the response variable, and its calculation formula
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TABLE 2. Case 1 data.

TABLE 3. Case 2 data.

TABLE 4. Parameter settings of experiments.

TABLE 5. Parameter settings of algorithms.

is as follows: RPI = (F - Fb)/Fb∗100%. Here, F represents
the average value of the transportation time generated by
each algorithm running 25 times in the experiment, and Fb
represents the shortest transportation time generated by all the
algorithms in the experiment. Obviously, in contrast, a lower
RPI value is preferred.

C. RESULTS ANALYSIS
To test the efficiency of this algorithm, the IPSO algorithm
was compared with the PSO (no mutation operation) algo-
rithm, ACO algorithm and the GA algorithm for Cases 1-2.
The results obtained are presented in the form of figures
or tables to see the performance of each algorithm, thereby
proving the effectiveness of the improved algorithm.

1) COMPARISON OF THE IPSO AND PSO ALGORITHMS
Firstly, in order to prove the influence of mutation operation
on PSO algorithm, IPSO algorithm is compared with PSO
(no mutation operation) algorithm. The comparison results
are shown in table 6.

Obviously, as shown in Table 6, the mutation operation can
help the PSO algorithm to enhance the search ability, thereby
obtaining a good quality solution.

TABLE 6. Computational results for the RPI values of IPSO AND PSO
algorithms.

The plot (a) and plot (b) of Fig. 5 show the convergence
behavior of the IPSO and PSO algorithms’ shortest trans-
portation time in Case 1 and Case 2, respectively, as the
number of iterations increases. Both situations reflect that
in the early iterations, both have a faster convergence rate,
and the result of the improved algorithm is always better than
the PSO algorithm, and neither falls into a local optimum.
However, it can be seen from both plot (a) and plot (b) that
as the number of iterations increases, the PSO algorithm
exhibits limitations. It converges prematurely around 140 iter-
ations, and the optimization effect is poor. The final result
is far worse than the IPSO algorithm. The IPSO algorithm
has always had strong search ability. Due to the design of
the mutation mechanism, the local search ability has been
greatly enhanced, helping to jump out of the local optimum,
and avoiding premature convergence, obtaining a final result
superior to the PSO algorithm. This phenomenon shows that
the improvement strategy proposed by IPSO is effective.

2) COMPARISON OF THE IPSO, ACO AND GA ALGORITHMS
The comparison results of RPI values obtained by IPSO,
GA and ACO algorithms are shown in table 7. It can be seen
that the IPSO algorithm can obtain better quality solutions.
Through the calculation of case1 and case2, the average RPI
generated by the IPSO algorithm is the smallest, which is
3.3%. The average RPI value of this algorithm is smaller
than the ACO algorithm (6.98%) and GA algorithm (6.04%).
Therefore, it can be concluded that the IPSO algorithm is
effective for solving path planning problems.

The plot (a) and plot (b) of Fig. 6 show the convergence
behavior of the IPSO, GA and ACO algorithms’ shortest
transportation time in Case 1 and Case 2, respectively, as the
number of iterations increases. We can conclude that due to
the influence of the positive feedback mechanism, the ACO
algorithm has a faster convergence rate in the early stage of
the iteration. However, in the later iterations, especially when
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FIGURE 5. The convergence curve between the IPSO algorithm and the PSO algorithm in case 1 and case 2. plot(a) shows
the change of the convergence curve of the PSO and IPSO algorithms when n = 10 in Case 1. plot(b) shows the change of
the convergence curve of the PSO and IPSO algorithms when n = 25 in case 2.

FIGURE 6. The convergence curve between the IPSO algorithm, ACO algorithm and GA algorithm in case 1 and case 2.
plot(a) shows the change of the convergence curve of the PSO, ACO, GA algorithms when n = 10 in case 1. plot(b)
shows the change of the convergence curve of the IPSO, ACO, GA algorithms when n = 25 in case 2.

TABLE 7. Computational results for the RPI values of IPSO and PSO
algorithms.

the number of iterations is 80-100, the convergence rate is
significantly reduced, and it falls into a local optimum. It has
converged prematurely. Similarly, as the number of iterations
increases, the GA algorithm also shows its limitations. When
the number of iterations is 100, it converges prematurely. And
its ability to converge to the global optimal solution is far
worse than the IPSO algorithm. Observing the IPSO algo-
rithm, because its crossover operation is based on selecting
the closest machine tool, its results are better than the other
two algorithms in most iteration. Due to the design of the
mutation mechanism, it also quickly jumps out of the local
optimum and has a strong local mining capacity, avoiding
the condition of premature convergence. The final result
is also better than the GA algorithm and ACO algorithm.

The experimental results further prove the effectiveness of the
algorithm.

3) COMPARISON OF THE IPSO, PSO, ACO AND GA
ALGORITHMS
Table 8 shows the shortest transportation time (per run),
average transportation time and standard deviation of each
algorithm when each algorithm is run 25 times. It can be
seen that the results obtained by the IPSO algorithm are more
clustered, and most of the results are smaller than other algo-
rithms. The difference between the maximum and minimum
values of this algorithm is also the smallest compared to other
algorithms.

The average value obtained by the IPSO algorithm is the
best and the standard deviation is the smallest. It shows that
the calculation result of the improved algorithm is relatively
stable and the fluctuation is small. The experimental results
show that the IPSO algorithm can better deal with the problem
of AGV path planning.

The bar graph of the shortest AGV driving distance
obtained after running each algorithm 25 times is shown
in Fig. 7. When 10 machine tools call AGV, the distance
obtained by the IPSO algorithm is the shortest. The same
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TABLE 8. Results of 25 times of various algorithms.

FIGURE 7. Comparison of the optimal results of each algorithm.

result is also true for 25 machines. It can be concluded from
the data that the IPSO algorithm can always achieve excellent
results. Experimental data proves the effectiveness of the
improved algorithm.

Table 9 shows the shortest material transportation time
obtained by each algorithm when the number of machine
tools requiring materials is 10 and 25, and the running time
of the algorithm. In order to improve the reliability, each

algorithm is run 25 times, and the shortest transportation
time result is selected as the experimental result for com-
parison. It can be seen that in terms of the shortest material
transportation time, whether it is Case1 or Case2, the results
obtained by the IPSO algorithm are always better than the
other three algorithms. Although there is no advantage in
the running time of the algorithm, for the actual production
workshop, the running time of the algorithm can be ignored.
Therefore, the IPSO algorithm is very effective for solving
the AGV path planning problem.

Finally, we examine the effectiveness of IPSO algorithm
using statistical analysis. We compare the experimental
results through analysis of variance (ANOVA). Fig.8 shows
the least significant difference (LSD) intervals (at the 95%
confidence level) for the four algorithms. In Fig.8, by com-
paring the results, it can be seen that the performance of
IPSO is statistically significantly better than other algorithms.
Therefore, it can be proved that in this experiment, IPSO is
very effective in solving the problem of AGV path planning.
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TABLE 9. Comparison of results of various algorithms.

FIGURE 8. Means plots of 95% LSD confidence intervals for the
algorithms.

TABLE 10. The optimization results.

4) THE OPTIMAL PATH OF THE IPSO ALGORITHM
The two cases of Case1 and Case2 are run 25 times
respectively, and the IPSO algorithm can obtain the optimal
sequence of AGV transporting materials to the machine tool.
The results are shown in Table 10.

From the above figures or tables, we can see that the results
obtained by the IPSO algorithm are significantly better than
the PSO, GA and ACO algorithms. Compared with the other
three algorithms, this improved algorithm is not easy to fall
into the local optimum, and can obtain the shortest trans-
portation time. Therefore, the IPSO algorithm is effective for
improving the efficiency of workshop material distribution.

VI. CONCLUSION
This paper proposes an effective model with the shortest
running time of AGV as the objective function. Then the
IPSO algorithm is used to solve the workshop AGV path
planning problem. The IPSO algorithm has the following
improvements:

1) According to the characteristics of the AGV problem,
a new coding method is proposed.

2) Realize particle position update based on the crossover
operation.

3) Propose mutation operation to enhance local search
ability and help jump out of local optimum.

The experimental results show that the algorithm can effec-
tively solve the AGV path optimization problem, with fast
convergence speed and not easy to fall into the local optimum.

In fact, in the actual production workshop, there will be
multiple AGVs transportingmaterials formultiple production
lines at the same time, and the specific number of AGVs
and energy consumption will also affect scheduling. The
scheduling and configuration of multiple AGVs is worthy of
further study.
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