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ABSTRACT This study designed a sub-pixel precision edge detecting algorithm to enhance contour
smoothness. First, the coordinate value of RGB pixel is projected on the space line of R=G=B to obtain
gray image. Then, pixel edges are located using a Canny detector. Next, the edge width is thinned to a single
pixel using a morphological thinning operation. Finally, sub-pixel-level smooth contours are extracted by
interpolation. In this sub-pixel level contour extraction process, a Single-Pixel-Multi-Point interpolation
method was developed to enhance edge smoothness and obtain high precision in edge estimation. This
method divides edges in a 3 × 3 pixels block into nine arrangement modes. According to the arrangement
of the eight neighborhoods of a centered edge pixel, different locations of interpolated sub-pixel points are
calculated by interpolation with Bezier curves. For symmetrically arranged linear edge pixels, this method
can be used to determine the exact contour. Experimental results showed that the proposed algorithm can
improve the smoothness of image edge contour. As the curvature of the edge increases, the maximum
systematic error will increase. For the edge pixel centered in the 3 × 3 pixels block and two pixels located
at the corner of one side, the max systematic error is 0.5 pixel. For two edge pixels aligned in a single row
or column with one located at a corner, the max systematic error is 0.25 pixel.

INDEX TERMS Computer vision, image segmentation, sub-pixel contour detection.

I. INTRODUCTION
Pixel level edge detectors are unable to accurately detect a
smooth contour. In this study, a sub-pixel precision algorithm
was developed to enhance contour smoothness. Edge detec-
tion is an important aspect of image processing. All thresh-
olding operations must be performed at pixel-level precision.
Some applications require even higher accuracy than a pixel
grid. Therefore, traditional methods of pixel level detection
have been improved to achieve sub-pixel level performance.
In 1973, Hueckel [1] first proposed the concept of sub-pixel
detection. Subsequently, many different methods of sub-pixel
edge detection have been described, including moment-
based, fitting-based and interpolation-based methods.
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Moment-based methods are insensitive to noise. Tabatabai
and Mitchell [2] reported a moment-based method to locate
edges in digital data to sub-pixel values. Lyvers et al. [3]
used six moments to measure sub-pixels. Ghosal and
Mehrotra [4] applied Zernike orthogonal moments (ZOM)
in sub-pixel edge detection. ZOM are invariant under rota-
tion, but ZOM-based methods cannot accurately detect small
objects [5]. Balasundaram and Ratnam [6] used the grey level
invariant moment to detect the edge of the surface contour to
sub-pixel accuracy. Adapa et al. [7] proposed a new super-
vised method for blood vessel segmentation using Zernike
moment-based shape descriptors. Qu et al. [8] combined
a ZOM operator with a Sobel operator for edge detection.
In that method, all probable edge points are first detected
using the Sobel operator, and then the ZOM operator is used
to precisely locate the edge. However, this method has low
accuracy for the detection of curvature. Xie et al. [9] proposed
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an improved sub-pixel edge detection algorithm combining
coarse and precise location, the proposed algorithm effec-
tively improves the detection efficiency and the detection
accuracy.Wang et al. [10] proposed a SPMmethodwith point
constraints into SPM to increase map accuracy. Lee et al. [11]
proposed a novel sub-pixel level edge detection algorithm for
micron scale CD measurement with active contour method
and fast pixel resampling. Kaur and Singh[12] employed
Pseudo Zernike moments for sub-pixel edge detection, with
significantly better results than methods based on ZOM and
OFMMs.Wei and Zhao[13] applied ZOM to relocate the edge
of a micro-size part at the sub-pixel level. Sun et al. [14]
combined a gray moments operator with a smoothing spline
algorithm for edge detection, but moment-based methods
require high computational cost.

In fitting-based methods, high precision edge position is
determined by fitting the gray value according to the least-
squared-error. Sun et al. [15] used Sobel operator and cubic
surface fitting method to determine the normal direction
of edge in subpixel edge detection. Wang [16] combined
Randomized Hough Transform and subpixel circle fitting in
circle extraction. Wei et al. [17] used Sobel operator and the
least square method to obtain sub-pixel edge position. Li and
Zhang [18] used an improved Canny algorithm and linear
fitting method in edge detection.

Interpolation-based techniques determine the sub-pixel
edge by interpolating the gray value or its derivatives. Jensen
and Anastassiou [19] proposed sub-pixel edge localization by
interpolation. Hermosilla et al. [20] detected the sub-pixel
edge by non-linear fourth-order image interpolation. Pap
and Zou [21] described a similar method. Shi et al. [22]
detected the sub-pixel linear edge based on the first derivative.
Chen et al. [23] presents a sub-pixel image edge detection
method based on the cubic B-spline curve interpolation and
the wavelet transform. Sánchez [24] proposed an image edge
detector by incorporating the main ideas of the classic Canny
and Devernay algorithms.

From a theoretical point of view, the approach we pro-
pose here is an interpolation-based sub-pixel edge detection
method. Traditional interpolation-based methods relocate the
pixel by interpolating the gray gradient usingmethods such as
Lagrange interpolation, polynomial interpolation and radial
basis function interpolation. Technically, this method differs
from those traditional interpolation-based methods, because
in addition to relocating the pixel, it replaces the edge pixel
with several interpolated sub-pixel points to increase the
smoothness of contours. This paper is organized as fol-
lows: in section 2, we introduce the algorithm, experiments
and discussion are presented in section 3 and section 4 the
conclusion.

II. ALGORITHM
A. ALGORITHM DESCRIPTION
The main processing flow of the algorithm is shown
in Fig.1. The algorithm includes four steps. First, Through

FIGURE 1. The main processing flow of the sub-pixel contour extraction
algorithm.

the mapping principle of R, G and B three-dimensional space
cartesian coordinate system, the coordinate value of RGB
pixel is projected on the space line of R=G=B to obtain gray
image. The implementation is achieved by

Gray = 0.29900 ∗ R+ 0.58700 ∗ G+ 0.11400 ∗ B (1)

Then, pixel edges are detected using a Canny detector. Third,
the edge width is thinned to a single pixel by application
of a morphological thinning operation. Finally, the con-
tour smoothness is enhanced by substitution of interpolated
sub-pixel points for each edge pixel according to the eight
neighborhood edge pixels arrangementmodes in a 3×3 pixels
block. This paper focuses on edge detection and the sub-pixel
contour extraction algorithm.

B. PIXEL LEVEL EDGE DETECTION USING A CANNY
OPERATOR
The best way to robustly describe the boundaries of objects
is by considering them as edges in the image [25]. Assum-
ing that the gray values in the object and background are
constant and the image is continuous, edges in real images
are locations where the gray values change significantly.
The first derivative of the gray values at edge points differs
significantly from 0. In digital image processing, derivative
operation is replaced by differential operation. The Canny
operator selects a Gaussian filter to smooth the image, and
then uses non-maxima suppression to obtain the edge of the
image [26].

The first step of the Canny operator is to smooth the image
with a Gaussian smoothing filter. The Gaussian smoothing
filter can effectively suppress normally distributed noises.
The smoothing algorithm is expressed as

G(x, y) = f (x, y) ∗ H (x, y, δ) (2)

where f (x, y)f (x, y) represents the original image, f(x, y)G(x, y)
is the smoothed image, and H (x, y, δ) is the Gaussian filter,
which is given by

H (x, y, δ) =
1

2πδ2
exp(−

x2 + y2

2δ2
) (3)

where δ is the standard deviation.
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With the increase of the standard deviation δ, filtered
images are more and more blurred. This is because an
increase in δ increases the effect scope of the Gaussian filter
on the local image. However, an increase in δ results in
increased smoothness of an image. In this study, a Gaussian
filter of as expressed as Eq. (4) is used.∣∣∣∣∣∣
a1 a2 a3
a4 a5 a6
a7 a8 a9

∣∣∣∣∣∣ = 1
13.3156

∣∣∣∣∣∣
1.0002 1.6490 1.0002
1.4690 2.7188 1.6490
1.0002 1.6490 1.0002

∣∣∣∣∣∣
(4)

The second step is to compute the magnitude of gradient and
its orientation. The gradient of a pixel (x, y) is a vector which
can be expressed as

∇f (x, y) = (
∂f
∂x
,
∂f
∂y

) (5)

where, ∂f /∂x and ∂f/∂x ∂f/∂x ∂f /∂y are partial derivatives
in the x and y directions, and represent the change rate of the
gray value in x and y directions. The magnitude of gradient is
given by

‖∇f (x, y)‖ =

√
(
∂f
∂x

)2 + (
∂f
∂y

)2 (6)

The differential operations ∇x f (x, y) and ∇yf (x, y) are used
to approximately replace the derivative operations ∂f /∂x and
∂f /∂y. The differences of consecutive gray values on the
profile are not symmetric, so a symmetric approach is applied
to compute the first partial derivatives, which is given by

∇x f (x, y) =
1
2
[f (x + 1, y)− f (x − 1, y)] (7)

and

∇yf (x, y) =
1
2
[f (x, y+ 1)− f (x, y− 1)] (8)

The above methods to compute the first x and y direction
partial derivatives can then be regarded as convolution masks
1
2

∣∣ 1 0 −1
∣∣ ∣∣ 1 0 −1

∣∣ /2 and
∣∣ 1 0 −1

∣∣T /2 1
2

∣∣ 1 0 −1
∣∣T.

Substituting differential operations for derivative opera-
tions, themagnitude of gradient can be transformed to Eq. (9).

‖∇f (x, y)‖ = [∇x f (x, y)2 +∇yf (x, y)2]
1
2 (9)

The direction of the gradient is given by

θ (x, y) = arctan
∇yf (x, y)
∇x f (x, y)

(10)

The third step is to apply non-maxima suppression to the
magnitude of the gradient. Next, the double thresholding
algorithm is applied to detect and link edges. Thresholds
T1 = 30 and T2 = 60 can be applied to obtain two edge
images N1(i, j) and N2(i, j). T2 = 60 is used to identify each
line segment, and T1 = 30 is used to extend the two directions
of the line segment to find the edge of the fracture and to
connect the edges.

In addition to the Canny operator, Sobel [27], Laplace [28],
Roberts [29], Prewitt [30], and Marr-Hildreth [31]operators

FIGURE 2. Segmented pixel edges using different operators. (a) The
original image, (b) After rgb2gray color space transformation, (c) Sobel
operator, (d) Prewitt operator, (e) Roberts operator, (f) Marr-Hildreth
operator, (g) Laplace operator, and (h) Canny operator.

are commonly used as edge-detecting operators. Fig. 2 com-
pares the segmentation of edge images using those opera-
tors. For the convenience of comparison, the parameters of
threshold and Gaussian standard deviation are the same in
each program. The positioning accuracy of the Sobel and
Prewitt operators is comparatively low. The Laplace operator
is highly sensitive to noise. Although the Roberts operator
is very accurate for edge segmentation, it is also sensitive
to noise. The Marr-Hildreth operator is sensitive to thresh-
old value and Gaussian standard deviation size. Overall,
the Canny operator is best suited for the segmentation of
edges in this study.

C. MORPHOLOGICAL THINNING OPERATION
Sometimes, the edges segmented by the Canny operator may
be more than 1 pixel in width. A thinning process can be
applied to remove pixels from the original edges, while keep-
ing the original shape unchanged. If the removal of a pixel
will not increase the connected component, then that pixel can
be removed from the edge. Inside pixels, isolated pixels, and
the end pixel of a line should not be removed. The edge width
is thinned to a single pixel using a morphological thinning
operation. Comparison before and after the morphological
refinement operation is shown in Fig. 3. In this figure, three
sets of processing block diagrams of 3 × 3 pixel blocks are
marked.

D. SINGLE-PIXEL-MULTI-POINT INTERPOLATION
We propose a method to substitute the interpolated sub-pixel
multipoint for the edge pixel according to the eight neigh-
borhood edge pixel arrangement modes in a 3 × 3 pixels
block, to enhance edge smoothness and obtain high precision
for edge estimation. This method is named as the Single-
Pixel-Multi-Point interpolation. The flow of the interpolation
algorithm can be represented in Fig. 4.

After morphology refinement, there are less than six edge
pixels in a thinned 3 × 3 pixels block. The arrangement
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FIGURE 3. Before and after applying thinning operation.

FIGURE 4. Process of the interpolation algorithm.

modes of the eight neighborhood edge pixels for a thinned
edge pixel can be divided into nine kinds, including one
for an isolated single pixel edge, two for two-pixel edges,
three for three-pixel edges, two for four-pixel edges, and
one for five-pixel edge, as shown in Fig.5. The black pixel
in the figure represents the edge pixel after morphology
refinement. The isolated single pixel edge is taken as noise,
and will be removed. The centered edge pixel of a two-pixel
edge is the end pixel of a line or curve. The coordinates
of the interpolated sub-pixel points are the same as that
for three-pixel edges. Those three kinds of arrangement
modes for three-pixel edges include symmetrical, V-type, and
L-type. Multiple points are interpolated to replace a cer-
tain edge pixel (i, j) according to the arrangement of the
neighborhood edge pixels in a 3 × 3 pixels block. In this
subsection, such multipoint edge interpolation method will
be fully discussed. Single point and three-point interpolation
methods are presented, but interpolation methods with more
points could be applied.

1) INTERPOLATION METHOD OF SYMMETRICAL ALIGNING
THREE PIXELS EDGES
The contour of symmetrical alignment of a three-pixel edge
is a line. There are four such arrangement modes, as shown in

FIGURE 5. Arrangement modes of the eight neighborhood edge pixels for
a thinned edge pixel.

FIGURE 6. Symmetrical aligned three-pixel edges, (a) in 0◦, (b) in 45◦,
(c) in 90◦, and (d) in 135◦.

Fig. 6. In these 4 arrangement modes, the edge is represented
by a straight-line equation. It is unnecessary to adjust the
position of an edge pixel to obtain a smooth sub-pixel contour.
The sub-pixel points of the contour are located on that straight
line. Our method to obtain the sub-pixel contour is to insert
some points on that straight line and connect them. The
straight-line equation in Fig. 6(a) is expressed by y= 0, where
the coordinate system is centered at the edge pixel (i, j). That
center pixel is replaced by sub-pixel points (−0.3333, 0),
(0, 0), and (0.3333, 0). Similarly, in the case presented
in Fig. 3(b), the edge pixel (i, j) is replaced by sub-pixel points
(−0.3333, −0.3333), (0, 0), and (0.3333, 0.3333). For the
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case presented in Fig. 3(c), the edge pixel (i, j) is replaced
by sub-pixel points (0, −0.3333), (0, 0), and (0, 0.3333). For
the case presented in Fig. 3(d), the edge pixel (i, j) is replaced
by sub-pixel points (−0.3333, 0.3333), (0, 0), and (0.3333,
−0.3333).

FIGURE 7. V-type edge pixels arrangement modes, (a) in 0◦, (b) in 90◦,
(c) in 180◦, and (d) in 270◦.

2) INTERPOLATION METHOD FOR V-TYPE ARRANGEMENT
MODES
In the V-type edge pixel arrangement mode, one edge pixel
is in the center and two edge pixels are located at the two
corners of one side. There are four such edge pixel arrange-
ment modes in a 3 × 3 pixels block, as shown in Fig. 7.
In these cases, the smooth sub-pixel contour can be repre-
sented by a curve equation. In this method, Bezier curves are
used to describe the sub-pixel contour. In the case illustrated
in Fig. 7(a), the edge pixel (i, j) is centered in the 3× 3 pixels
block, and edge pixels (i−1, j−1) and (i+1, j−1) are located
at the two corners of the bottom side. We assume that the
coordinates of pixels (i, j), (i−1, j−1), and (i+1, j−1) are
(0, 0), (−1, −1), and (1, −1), respectively. The starting point
P(0) of the Bezier curves is (−1, −1) and the end point P(1)
is (1, −1). Point (0, 0) is the pole. The equation of a Bezier
curves is given by [32]

BEZi,n(t) = C i
nt
i(1− t)n−i =

n!
i!(n− i)!

t i(1− t)n−1,

t = [0, 1] (11)

For a three-point Bezier curve, n = 2. Square Bezier curves
are expressed as

P(t) =
2∑
i=0

Pi · BEZi,2(t) = (1− t)2P0 + 2t(1− t)P1+ t2P2,

t = [0, 1] (12)

or

P(t) =
[
t2 t 1

] 1 −2 1
−2 2 0
1 0 0

P0P1
P2

 , t = [0, 1]

(13)

where Pi is the control vertex, i ∈ {0, 1, 2}.

The coordinates of three interpolated sub-pixel points of
a certain edge pixel (i, j) are calculated using equation (12).
The coordinates of the first interpolated point are

P
(
1
3

)
=

[
(
1
3
)2

1
3

1

] 1 −2 1
−2 2 0
1 0 0


×

−1 −1
0 0
1 −1


=
[
−0.3333 −0.5556

]
(14)

The coordinates of the second interpolated point are

P(
1
2
) =

[
(
1
2
)2

1
2

1

] 1 −2 1
−2 2 0
1 0 0

−1 −1
0 0
1 −1


=
[
0 −0.5

]
(15)

The coordinates of the third interpolated point are

P
(
2
3

)
=

[
(
2
3
)2

2
3

1

] 1 −2 1
−2 2 0
1 0 0


×

−1 −1
0 0
1 −1


=
[
0.3333 −0.5556

]
(16)

Similar interpolation method is applied in the cases shown
in Figs. 7(b), (c) and (d). The interpolation coordinates of
four different combinations of V-type arrangement modes
directions are also shown in Fig. 7.

3) INTERPOLATION METHOD FOR L-TYPE ARRANGEMENT
MODES
In the L-type edge pixels arrangement modes, two edge pixels
are aligned in one row or one column, and one edge pixel
is located at one corner. There are eight such edge pixels
arrangement modes in a 3×3 pixels block, as shown in Fig. 8.
In these cases, we also use Bezier curves to describe the
sub-pixel smooth contour. Similarly, the edge pixel (i, j) can
be replaced by three interpolated sub-pixel points.

In the case shown in Fig.8(a), the edge pixel (i, j) is centered
in the 3 × 3 pixels block. Edge pixels (i, j) and (i, j−1)
align in one column. Edge pixel (i−1, j+1) is located at
the left top corner. Assuming that the coordinates of pixels
(i, j), (i, j−1), and (i−1, j+1) are respectively (0, 0), (0, −1),
and (−1, 1), three sub-pixel points of a certain edge pixel
(i, j) are interpolated using equation (12) and the locations
are (−0.1111, −0.3333), (−0.25, 0), and (−0.4444, 0.3333).
Similar interpolation method is applied in the cases shown
in Figs.8(b)-(h). For example, in the case shown in Fig. 8(e),
three interpolated sub-pixel points of the edge pixel (i, j) are
(−0.3333, 0.4444), (0, 0.25), and (0.3333, 0.1111).
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FIGURE 8. L-type arrangement modes, (a) in 0◦, (b) in 90◦, (c) in 180◦,
and (d) in 270◦, an another L-type arrangement modes, (e) in 0◦, (f) in
90◦, (g) in 180◦, and (h) in 270◦.

FIGURE 9. Four pixels edge of two edge pixels aligned in one row or one
column and two edge pixels located at two corners, (a) in 0◦, (b) in 90◦,
(c) in 180◦, and (d) in 270◦.

4) INTERPOLATION METHOD FOR FOUR-PIXEL EDGES
There are two kinds of shapes for a four-pixel edge. The first
one is for two edge pixels aligned in one row or column
and two edge pixels located at two corners. Fig. 6 shows
the four possible directions. This shape can be interpreted
as two L-type arrangement modes folded together. For
example, image in Fig. 9(a) can be considered as images
in Figs. 8(d) and (g) folded together. The sub-pixel points of
the smooth contour can be obtained by folding the interpo-
lated results of Figs.8(d) and (g) together.

In the second kind of shape, there are three edge pixels
located at three corners. This can be considered as two V-type
arrangement modes folded together. For example, Fig. 10(a)
can be considered as Figs. 7(c) and (d) folded together. The
sub-pixel points of the smooth contour can be obtained by
folding the interpolated results of Figs. 7(c) and (d) together.

5) INTERPOLATION METHOD FOR A FIVE-PIXEL EDGE
There is only one shape for a five-pixel edge in a thinned
3 × 3 pixels block, in which four edge pixels are located at
the four corners of the 3 × 3 pixels block. This kind of edge

FIGURE 10. Four pixels edge of three pixels located at three corners,
(a) in 0◦, (b) in 90◦, (c) in 180◦, and (d) in 270◦.

FIGURE 11. Interpolated sub-pixel points for five-pixel edges in a thinned
3 × 3 pixels block.

pixel arrangement mode can be visualized as the images in
Figs. 6(b) and (d) folded together. Thus, the sub-pixel points
of the smooth contour can be obtained by folding the inter-
polated results of Figs. 6(b) and (d) together. Fig. 11 illus-
trates the interpolated sub-pixel points for this case using red
triangles.

III. EXPERIMENTS AND DISCUSSION
A. EXPERIMENTS USING REAL IMAGES
A ceramic substrate thick film printing resistor prints carbon
and metal paste onto a substrate ceramic using a thick film
printing process. The printed carbon paste forms a resistor
that is matched with a small size electric brush to form a
sliding rheostat. This can then be used as a core component
for durable angle sensors. The precision of printed film is a
key determinant of the accuracy of this kind of angle sensor.
Pixel level edge detectors are unable to detect an accurate
smooth contour for a ceramic substrate thick film printing
resistor. In the experiment process, above algorithm is used to
detect the sub-pixel contour of several ceramic substrate thick
film printing resistors. In addition, this algorithm is applied
to two additional examples to find the sub-pixel contour.

A machine vision system was developed to capture images
of a ceramic substrate thick film printing resistor. This system
consists of a test box, a light source, a CCD sensor, a USB
based image grabbing card, and a Lenovo ThinkPad PC. The
CCD sensor is a DCL200 (made by Hua-qi Digital Lab Inc.).
The light source includes six 12W fluorescent lamps. The
CCD sensor and the light source are installed on three sheets.
MATLAB 2016a (TheMathworks, Inc.) was used to compute
the coordinates of interpolated points.

An experiment was performed on a ceramic substrate thick
film printing resistor. This method was applied for detec-
tion of pixel edges and sub-pixel contours by interpolating
one point, or interpolating three points. Fig. 12 shows the
pixel edges with the gradient vector superimposed on the
initial image after morphological thinning. The contour of the
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FIGURE 12. Thinned pixel level edge with gradient vector superimposed
on the initial image.

ceramic substrate thick film printing resistor is extracted in
the image but the edges are discrete only at the pixel level.

FIGURE 13. Detected sub-pixel contours by interpolating one point with
gradient vector superimposed on the initial image.

FIGURE 14. Detected sub-pixel contours by interpolating three points
with gradient vector superimposed on the initial image.

Figs. 13 and 14 show the sub-pixel contours with a gradient
vector superimposed on the initial image by interpolating
one point and by interpolating three sub-pixel points, respec-
tively. In Figs. 13 and 14, several zooms are used to compare
contours extracted using our technique, and it’s clear that
the contours presented in Fig. 14 are visually smoother than
those in Fig. 13. Two additional examples of this approach
by interpolating three points are shown in Fig. 15, where
(a), (b), (c) and (d) shows cases of detected sub-pixel con-
tours of car engine gasket; (e), (f), (g) and (h) shows a
sub-pixel contours of a chip circuit board. Fig.15 (c) and (g)
indicated that the smoothness of edge contour was improved
by interpolating one point into each edge pixel. The detected
subpixel edge contour in Fig.15 (d) and (h) is even smoother
than Fig.15 (c) and (g). Above comparison demonstrated that
compared with no interpolation and interpolation of one
point, three points interpolated edge is the smoothest.

Unlike moment-based Methods [3, 4, 8], no moment
computation is required in our method. Additionally, the
computational cost of this approach is low. Most exist-
ing interpolation-based methods relocate pixels on the edge
according to the interpolated gray gradient. Here we use the
centered edge pixel (i, j) as the pole point in the interpolation

FIGURE 15. Other two cases of detection, (a) is a car engine gasket
image, (b) gradient vector of (a), (c) interpolated one point,
(d) interpolated three points; (e) a chip circuit board image, (f) gradient
vector of (e), (g) interpolated one point, (h) interpolated three points.

process, and then perform relocation based on the assump-
tion that the edge is smooth. This method substitutes several
sub-pixel points for every edge pixel to enhance the smooth-
ness of contours. To the best of our knowledge, this is the first
attempt of this strategy for enhanced contour smoothness.

B. COMPARATIVE ANALYSIS OF APPLICATION AND
PERFORMANCE OF DIFFERENT ALGORITHMS
Fig.15 has shown the comparison and analysis of the
improved algorithm for sub-pixel edge smoothness optimiza-
tion. In order to verify the effectiveness and advancement
of the proposed algorithm, comparative experiments on the
detection accuracy and detection time of different algorithms
were conducted here.

1) COMPARATIVE ANALYSIS OF DETECTION ACCURACY
This set of experiments is to detect the accuracy of
the pixel edge. First, use the MATLAB 2016a tool to
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FIGURE 16. Artificial image.

TABLE 1. Artificial image sub-pixel edge coordinate.

manually draw a 256 × 256 black and white image as
shown in Fig. 16, where the pixel gray value in the 100th
to 156th row and 100th to 156th column of the image
is 1, and the background is 0, the sub-pixel edge coordi-
nates extracted by different detection algorithms are shown
in Table 1.

FIGURE 17. Two component images and the sub-pixel edge position.
(a) screw and (b) gear.

In addition, edge detection of two different part images (as
shown in Fig. 17) were compared using Visionpro 8.2 soft-
ware (Cognex Corp., Natick, MA, USA) and the proposed
interpolation algorithm. The detected sub-pixel edge coordi-
nates are shown in the table 2 and 3.

2) COMPARATIVE ANALYSIS OF DETECTION EFFICIENCY
The main factors affecting the operating speed of algorithms
are the principle and the optimization of the algorithm pro-
gram. Matlabpool instructions were used to accelerate com-
puting speed, so that it can run faster on a 4-core CPU. In this
experiment, four images with different edge contour com-
plexity were selected to test detection efficiency, as shown
in Fig.18. The experimental results are shown in Fig.19. it can
be seen that the proposed algorithm has higher detection
efficiency than Canny-Steger and Canny/Devernay. Although

TABLE 2. Part image (a) sub-pixel edge coordinate.

TABLE 3. Part image (b) sub-pixel edge coordinate.

FIGURE 18. Four images with different pixel sizes and edge complexity
used in detection efficiency comparison. (a) screw, (b) gear, (c) ceramic
substrate thick film printing resistor, and (d) Blood vessel X-ray image.

FIGURE 19. Detection efficiency comparison.

interpolating one point is faster than interpolating three
points, the smoothness of interpolating one point is a little
worse. Visual observation showed that interpolation of five
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points cannot improve the smoothness of contour signifi-
cantly, however it increased the calculation time. Therefore,
three points interpolation method was selected in detecting
the contour of ceramic substrate thick film printing resistor.

FIGURE 20. Cases of a single dimension have multi measured values.

C. ANALYSIS OF ERROR
Errors are typically considered the differences between the
measured values and actual values, but a single dimension
contains many true values [33] For example, the true diam-
eter of an axle as shown in Fig. 20 includes da1, da2,. . . ,
and da5, etc. Due to the uncertainty of the true value, it is
difficult to determine the measurement error by analyzing
the relationship between the measured results and the true
values. Errors can include random error, systematic error,
and careless error. Random error is caused by random factors
in the measurement process, such as vibration, fluctuation,
visual error and similar processes. Random error is normally
distributed. For a given measurement condition, the numeri-
cal value and symbol of the systematic error state should be
unchanged, or be distributed with regularity. Careless error
is error beyond the expected error under certain conditions.
In this subsection we will analyze the systematic error caused
by this algorithm.

FIGURE 21. The cartesian coordinates of interpolated points for V-type
and L-type edge pixels arrangement modes.

To analyze the systematic error, it is assumed that the center
of the pixel is exactly at the edge of the measured element.
Based on this assumption, for the symmetrically arranged
linear edge pixels, this method can obtain the exact edge.
For other directions or other shapes, the edges are considered
to include a series of smooth curves. When the curvature
of edge increases, the systematic error will increase. The
representative V-type and L-type edge pixels arrangement
modes were chosen to establish a reasonable coordinate sys-
tem for error analysis. Fig. 21 shows the standard coordinate
system for these two pixel arrangement modes. In order to
obtain more accurate error accuracy, we have brought 10
interpolation points in a single pixel range, and brought a

TABLE 4. The original value and interpolated value of sub-pixel points for
V-type and L-type edge pixels arrangement modes.

total of 20 sub-pixel interpolation points in these two pixel
arrange modes. TABLE 4 shows both the original positions
and interpolated positions. For V-type edge pixel arrangement
modes, the max systematic error is 0.5 pixel, and for L-type
edge pixel arrangement modes, the max systematic error is
0.25 pixel.

IV. CONCLUSION
In this paper, we presented a sub-pixel precision contour
extracting algorithm for ceramic substrate thick film printing
resistor measurement. In this method, through the mapping
principle of R, G and B three-dimensional space cartesian
coordinate system, the coordinate value of RGB pixel is
projected on the space line of R=G=B to obtain gray image,
pixel edges are located using a Canny detector, the edge width
is thinned to a single pixel by morphological thinning, and
sub-pixel contours are extracted using interpolation. In the
sub-pixel level contour extraction process, a Single-Pixel-
Multi-Point interpolation method was developed to enhance
contour smoothness and achieve high precision for edge
feature estimation. That method divides edge pixels in a
3 × 3 pixels block into nine arrangement modes, with one
for a single-pixel edge, two for two-pixel edges, three for
three-pixel edges, two for four-pixel edges, and one for
five-pixel edge. According to the arrangement of the eight
neighborhood edge pixels of the centered-edge pixel, the
coordinates of interpolated sub-pixel points were calculated
by interpolation with Bezier curves.

The systematic error of this method was analyzed by
assuming that the center of the edge pixel is exactly at the
edge of the measured element. For the symmetrically linear
aligning edge pixels, thismethod can obtain the exact contour.
As the curvature of edge increases, the error will increase. For
V-type edge pixel arrangement modes, the max systematic
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error is 0.5 pixel, and for L-type edge pixel arrangement
modes, the max systematic error is 0.25 pixel.
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