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ABSTRACT Judging imaging quality is an important part of the maintenance of visual intelligent monitoring
systems for electrical power scenes. However, accurate and efficient identification of possible abnormal-
ities in imaging quality remains challenging. This paper proposes a novel multi-region two-stream deep
architecture to improve judging abnormalities. The proposed architecture incorporates two-stream scheme
and multi-region strategy to identify relevant information and explore hidden details. More specifically,
in addition to color and intensity in the original images, the two-stream scheme uses high-frequency structure
information from gradient images to enhance its performance. The multi-region strategy employs spatial
pyramid random cropping and region fusion to handle locally non-uniform changes among categories:
spatial pyramid random cropping characterizes images at different spatial pyramid levels, while region fusion
focuses attention on cropped regions relevant to quality perception by using adaptive learning weights in a
fully connected layer. In this way, the proposed strategy guides the framework to adequately and adaptively
explore the discriminative regions hidden in the input images, and provides an end-to-end learning procedure.
Experimental results demonstrate its strong performance for judging abnormalities, and the proposed method
can be easily extended to the entire surveillance system.

INDEX TERMS Abnormal judgement, power systems, deep learning, two-stream scheme, region fusion.

I. INTRODUCTION

Intelligent monitoring systems (IMSs) are playing increas-
ingly significant roles in the rapid development of smart
electrical grids and unmanned substations. They can aid the
efficiency of normal operation by providing visual technical
support and intelligent decisions for power production and
management. They also enhance safety by controlling the
dispatch of emergency services during an emergency [1].
However, any abnormality in imaging quality (e.g., distortion
or jittering of output images) will severely affect the relia-
bility, availability, and stability of an IMS. Therefore, under-
standing the operational status of the monitoring equipment
inreal time and further judging any abnormality in its imaging
quality are essential parts of daily maintenance.
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Generally speaking, the quality of captured video images
is directly linked to the status of the monitoring equipment.
Old or failed cameras or lenses can lead to abnormal focus,
brightness, gain, or color cast, or even complete video signal
loss. Transmission failure, poor contact, or electromagnetic
interference can cause noise to overlay the image; e.g., streaks
and snowflakes. Fig. 1 shows a variety of typical imag-
ing abnormalities. Historically, judging any abnormality in
imaging quality has mostly been a manual task, making it
expensive, time-consuming, somewhat subjective, and also
decreasingly practicable as schemes for monitoring power
system increase in scale. Therefore, this paper focuses on
the automatic analysis of captured video images to develop a
system to accurately judge abnormalities in imaging quality,
thereby facilitating the timely and efficient maintenance of
the entire surveillance system.

Generally, abnormalities can be automatically identified
or located through various computer algorithms or machine
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FIGURE 1. Example of abnormal images captured by an intelligent
monitoring system (IMS). From left to right: abnormal focus, abnormal
brightness or gain, color cast, no video signal, and overlay noise.

learning models [2]-[8]. In computer vision, most of tech-
niques are built upon specific highly discriminative and local
invariant characteristics with the help of certain classifiers
(e.g., support vector machines). Once the classification model
is trained from extracted features, the consequent judgment
task can be automatically performed. Therefore, extracting
discriminative and robust features from images is key to sat-
isfactory judgment performance. Existing feature-extraction
methods can be roughly categorized as hand-crafted [9]-[11]
or deep learnt [12]. Given the superiority of automatic
feature training over manual design, deep learning frame-
works have the potential to extract more relevant features
with higher efficiency. During the last decade, representative
works [13], [14] have revolutionized the development of deep
learning methods in the field of machine learning and pattern
recognition. For instance, AlexNet (8 layers) [15], VGG-Net
(16-19 layers) [16], GoogLeNet (22 layers) [17], and residual
net (152 layers) [18] have demonstrated great potential in
classifying natural images.

Designing deep neural network architecture for the opti-
mal trade-off between accuracy and efficiency has been an
active research area in recent years. Deep ConvNets are often
overparameterized. Model compression [19]-[21] is a com-
mon way to reduce model size by trading accuracy for effi-
ciency. SqueezeNets [22], [23], MobileNets [24], [25], and
ShuffleNets [26] et al. are another alternatives to handcraft
efficient mobile-size ConvNets. Recently, neural architec-
ture search (NAS) becomes increasingly popular in design-
ing efficient mobile-size ConvNets [27]-[30], and achieves
even better efficiency than hand-crafted mobile ConvNets
by extensively tuning the network width, depth, convolution
kernel types and sizes.

Although these previous methods have achieved good
results, certain issues remain in the specified task. For exam-
ple, these classic deep networks take advantage of the orig-
inal image intensity information, but do not effectively use
other useful information from other sources or representa-
tions (e.g., gradient information). Two further points are noted
for the task of judging abnormalities, as follows.

« Generally, deep networks require extensive training data
to learn the parameters. However, the collection of suit-
ably labeled abnormal images for training a deep net-
work is laborious and expensive, and the use of only
a limited set of abnormal training data results in over-
fitting. Therefore, a shallow and small network would
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be more suited to the task of judging abnormalities in
an IMS.

o Compared with natural images classification, the abnor-
mal images encountered by an IMS show much greater
variety in appearance; i.e., the captured abnormal images
are characterized by arbitrary noise or dynamic satu-
ration, although they have the same content as normal
images. Furthermore, the IMS should identify normal
images with non-uniform changes (such as local noise
and blur) as abnormal, resulting in small inter-class
variations. As the categories of abnormal images appear
confusing, their judgement becomes challenging, and a
more discriminative deep architecture should be care-
fully designed.

In fact, the topic of no-reference image quality assessment
(NR-IQA) [31], [32] can provide broad opportunities for the
task of judging abnormalities in imaging quality. NR-IQA
works through the use of observation statistics or learned
features to map input images to corresponding subjective
perception scores [33]-[35]. Recently, significant progresses
have been achieved by exploring deep neural networks for
better feature representation [36]-[38]. For instance, the most
recent approach is the two-stream convolutional network
(TSCN) [39], for which development was motivated by
action recognition work [40]. Despite great achievements in
NR-IQA, the relevant previous research is not well suited
to abnormality judgment in an IMS, as the specified task
involves large local changes among categories. Overall, a suc-
cessful deep architecture must deal with these aforemen-
tioned difficulties.

Accordingly, we propose a novel multi-region two-stream
deep architecture for judging abnormalities in an IMS.
Specifically, the proposed method adopts a two-stream
scheme containing the gradient stream and the RGB stream.
The underlying idea is that the two-stream techniques gener-
ally boost performance by combining information from mul-
tiple sources (e.g., action recognition [40]). The RGB stream
considers variations of the image intensities and colors, while
the gradient stream focuses on extracting structure features in
detail, as the gradient of the image plays an important role in
many vision tasks [41]. The two-stream scheme can capture
much of the higher-level meaning of the image, making it
more suited to judging abnormalities in an IMS. Actually,
the advantages are further demonstrated in NR-IQA [39].

However, note that the categories of abnormal and nor-
mal share certain similarities as well as some differences.
Hence, a multi-region strategy is proposed to adequately and
adaptively explore the discriminative regions hidden in the
images. More specifically, spatial pyramid random cropping
is adopted when characterizing images. This sampling, which
randomly crops regions at different spatial pyramid levels,
provides adequate performance while lowering computa-
tional cost. Furthermore, it is worth noting that a commonly
used method of aggregating these cropped regions is simply
a simple average in the literature. The independent consid-
eration of individual regions brings regression restrictions
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and limitations. In contrast, a simple and effective region
fusion strategy is proposed and reformulated as a region
fusion layer to adaptively identify discriminative regions and
provide end-to-end learning for the whole image. The exper-
imental results demonstrate the proposed method’s effec-
tiveness and superiority over previous methods for judging
abnormalities in an IMS.

Compared to the existing literatures, this paper makes three
main contributions as follows.

o The first is the proposed novel multi-region two-stream
deep architecture for the task of judging abnormalities
in the field of power systems and its improved perfor-
mance in that task. Although the proposed framework is
general, it is considered here in the specific context of a
complete surveillance system.

« Instead of patch based methods [37], [39], [42], spatial
pyramid random cropping is adopted to sample regions
at different spatial pyramid levels, and is demonstrated to
achieve good balance between accuracy and efficiency.

o These patch based methods roughly assign image’s label
to its sampling numerous of patches for training. As a
result, it leads to limited performance and gives rise
to other issues, e.g., how to reasonably assign labels
for these patches in training. Instead, the proposed
region fusion strategy defined as a fully connected layer
can guide the framework to adequately and adaptively
explore the discriminative regions hidden in images,
and provide end-to-end learning for the whole image
rather than individual patches; this end-to-end learning
framework enables our method to avoid confusion in
assigning labels and independent consideration for indi-
vidual patches, and makes our architecture more suitable
for this specified task.

The remainder of this paper is organized as follows.
Section II reviews related works with emphasis on their
limitations. Section III describes the proposed method in
detail. The experimental setup and results are presented in
Section IV, and conclusions follow in Section V.

Il. RELATED WORK

In this section, we provide a brief review of the closely related
topic of no-reference image quality assessment (NR-IQA)
[31], [32]. For a more comprehensive treatment of general
NR-IQA, please refer to [43], [44].

Traditional NR-IQA methods generally follow a two-stage
processing framework including feature extraction and qual-
ity regression. Related works have shown that the per-
formance of these NR-IQA models heavily depends on
their carefully designed quality aware features based on
the domain knowledge of natural scene statistics (NSS)
[45], [46] and human visual properties [47], [48]. For
instance, BRISQUE [45] was proposed to capture the statis-
tics of locally normalized illumination coefficients to eval-
uate image quality. This type of similar methods rely on
various local invariant features related to presence changes
in domains; it performs well under previously known and
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precisely modeled abnormalities. These approaches that
largely rely on the extracted global or local spatial patterns
of structures perform well on uniform images. However,
the NSS-based NR-IQA methods heavily depend on the
domain knowledge on NSS modeling which is too complex
to achieve a sufficient understanding.

Recently, convolutional neural networks (CNNs) have sig-
nificantly pushed the performance of vision tasks based
on their rich representation power. Thus, another type of
methods are based on deep learning, which has drawn
much attention in the field NR-IQA. Multi-layer-structural
neural networks have been extensively investigated for
NR-IQA, and have demonstrated strong representation
ability [49]-[51]. They utilize multi-task learning, rank learn-
ing or adversarial learning, and the following fully connected
layers map the features to a quality score that is consistent
with human perception. Kang et al. [36] firstly implemented
a shallow CNN model to extract features on small image
patches for NR-IQA. The final quality score of an input image
was computed by averaging the predictions of all patches
cropped from it. Further, multi-task CNN was applied to
extend to estimate image quality and distortion type simulta-
neously [38]. A novel multi-task end-to-end optimized deep
neural network (MEON) [38] for NR-IQA was proposed,
which consists of two sub-networks a distortion identification
network and a quality prediction network sharing layers.
DB-CNN (deep bilinear CNN) [52] models synthetic and
authentic distortions as two-factor variations, and bilinearly
pooled the two pre-trained feature sets into a unified rep-
resentation. Instead, SGDNet (Saliency-guided deep neural
network) [53] additionally considers a sub-task of visual
saliency prediction with a shared feature extractor. How-
ever, it is worth noting that these training requires ground
truths of additional sub-task and subjective quality to be
both available, which largely limits the total number of valid
training samples. Also, remind again that dataset captured in
the electrical power scenes is limited and characterizes local
non-uniform degradation. Therefore, multi-region scheme is
adopted in the work to adequately and adaptively explore the
discriminative regions hidden in images.

Closely related works to ours are sampling regions strategy
based convolutional networks [37], [39], [42]. These CNNs
methods first sample numerous of patches, and then fed these
patches into a convolutional network to get their correspond-
ing classification scores, and finally applies simply average
to get score of image. During the training, these methods
roughly assign image’s label to its sampling patches. As a
result, it leads to limited performance and gives rise to other
issues, e.g., how to reasonably assign labels for these patches
in training. Instead, the proposed method takes a step further
by taking not only two-stream scheme but also multi-region
strategy into account, resulting in an end-to-end framework.
Especially, the proposed multi-region strategy considers spa-
tial pyramid random cropping to sample regions at different
spatial pyramid levels; on the other hand, it also uses region
fusion strategy defined as a fully connected layer which can
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FIGURE 2. Overview of the proposed multi-region two-stream deep architecture. The inputs for the two-stream deep network are
the sampled RGB and gradient image regions obtained by spatial pyramid random cropping.

guide the framework to adequately and adaptively explore
the discriminative regions hidden in images, providing
end-to-end learning for the whole image. Consequently, our
method results in better judgement performance.

ill. METHOD

This section describes the overall architecture of the pro-
posed framework. As shown in Fig. 2, the two-stream and
multi-region schemes are two key features. The two-stream
scheme extends general deep networks to the task of judging
abnormalities: the two streams for simultaneous analysis are
the RGB image and the gradient image information. The two
extracted feature maps are subsequently concatenated, and
then fed into a sequence of convolutional and fully connected
layers that finally branch into a softmax layer for which
a classification score is obtained. To handle non-uniform
changes among categories, the multi-region scheme adopts
spatial pyramid random cropping to randomly sample regions
at different spatial pyramid levels. Finally, the classification
scores of these regions are combined via region fusion strat-
egy, thus improving performance. Details of the proposed
framework are described in the following subsections.

A. TWO-STREAM SCHEME
Intuitively, sufficient and diversity of image representation is
beneficial for the abnormal judgement task; i.e., maximize
the use of color image to a certain extent is to be encouraged.
The colors and intensities of pixels are the original and pri-
mary information, and reflect the image quality. In addition,
structure patterns among the pixels yield useful information
to be explored. As image gradients explicitly reflect the
high-frequency information of an image, considering them
in image analysis can significantly enhance performance.
To this end, the streams of the proposed scheme analyze RGB
and gradient information simultaneously, similar to other
two-stream works [39], [40].

As shown in Fig. 2, both streams employ the same
two-dimensional (2D) CNN structure. The RGB stream
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captures color or saturation abnormalities, while the gra-
dient stream highlights high-frequency changes. In theory,
the basic 2D CNN used here can be designed using any classic
deep architecture such as ResNet18 or VGG-16. Note that the
basic 2D CNNs formed here by employing these classic deep
architectures retain all of the layers before the last average
pooling layer. In the study, we experimented with different
2D CNN models and reported comparison results.

The input for the 2D CNN has a shape of C x H x W, while
the last layer outputs a feature map of shape C' x H' x W',
where C = 3, H and W are the channel, height and width
of the input images, C’ is the number of output channels,
H' = H/32, and W = W/32. The network structure for
the gradient stream is similar to that for the RGB stream.
Subsequently, a concat layer simply concatenates the two
feature maps to obtain a shape 2C’ x H' x W', and a following
1x 1 conv layer adjusts the channel number to 512 for the con-
catenated feature map. Two fully connected layers with the
the nodes size of 1024 and categories number, respectively,
come after global average pooling. Finally, a softmax layer
outputs a classification score.

Two-stream scheme includes two subcomponents for an
image and a gradient image to capture input information at
different levels and facilitate the extraction of features from
the individual steams. Instead of considering RGB intensities,
the two-stream scheme considers high-frequency information
in the gradient images. It can improve discrimination between
normal and abnormal categories, and the following experi-
ments demonstrate its good performances. Another important
characteristic of the scheme is that the 2D CNNs can be
replaced by any arbitrary classic deep architecture, making it
highly flexible. Overall, the two-stream scheme is designed
to allow simple and easy model switching.

B. MULTI-REGION STRATEGY

The deep architecture is assumed to be able to encode locally
non-uniform characteristics among categories, as men-
tioned above. A simple approach is to generate numerous
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overlapping patches, and then aggregate them by simple aver-
aging, as employed by the TSCN. As a result, it is compu-
tationally expensive, and the independent consideration of
sampling patches limits performance and gives rise to other
issues, e.g., how to reasonably assign labels for these patches
in training. A multi-region strategy is proposed here to avoid
these obstacles, further endowing the whole architecture with
self-adaptive learning for discriminating regions hidden in
images.

Instead of overlapping sampling or other strategies, we pro-
pose a new spatial sampling strategy named as spatial pyra-
mid random cropping. An input image is first partitioned into
increasingly fine spatial subregions. Typically, 2 x 2! subre-
gions (I = 0, 1, 2) are used here, as shown in Fig. 2. We then
apply random cropping within each subregion to produce
R = 21 randomly cropped regions. Deep architectures based
on these cropped regions are not only robust to variations but
also more discriminating in identifying categories for which
local changes are dominant.

All these randomly cropped regions should be considered
in the final judgement. However, it is noted that these cropped
regions should not contribute to perception equally. That is to
say, the regions, appearing the local changes relevant to qual-
ity perception, deserve more attention. Therefore, a region
fusion layer is defined and added:

R
P=) P Ow, M

r=1

where P, € RC denotes the probability vectors of the rth
region obtained from the two-stream scheme, w, € R€
denotes the corresponding fusion weight, C is the num-
ber of categories, and O represents the element-wise prod-
uct. Rather than use the traditional uniform weight fusion,
we attempt to learn the fusion weights of the different
regions adaptively when training the whole framework. Fur-
ther, we can express equation (1) in matrix form:

P =Pw
diag(wy)

-, PRl : : )
diag(wg)

= [P, --

where P € R'(C*R) denotes the stacked probability vectors
of all regions, and w € R(€*®*C denotes the corresponding
fusion weight matrix. The aim of region fusion is to learn
the optimal region fusion weight values, which is equivalent
to the formula for learning the weights of a fully connected
layer. Hence, a fully connected layer is applied here to build
the region fusion architecture. A softmax layer is subse-
quently added. In this way, the region fusion weights, w,
can be learnt and adjusted to adaptively find more relevant
regions by minimizing the loss function of the softmax layer.
Instead of random weights of the fully connected layer in the
initialization, the fusion weights are initialized with only the
corresponding diagonal elements, while other elements are
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simultaneously set to zero. This initial constraint is loosened
during training, which means that correlations among differ-
ent regions can also be considered during fusion. To reduce
the risk of overfitting in terms of the region fusion weights,
a £, regularizer is integrated into the loss function, which can
be expressed as

L =loss(P, Y; w) + A|wW|2, 3)

where loss(x) is the cross entropy loss function of the softmax
layer, Y represents the ground-truth labels, || % ||p is the
£> norm, and the regularization parameter A enforces smooth
of weights.

Conventional region fusion via simple averaging is always
independent of the learning process. In contrast, the pro-
posed region fusion strategy is integrated as a layer into the
whole learning pipeline. Therefore, the fusion weights can
be learned adaptively by referring to some discriminative
regions, and the discriminative regions can also be tuned
by referring to the fusion weights. In this way, the joint
training of the overall architecture can improve its perfor-
mance. Moreover, it is worth mentioning that the region
fusion involves category-specific fusion, which adaptively
considers correlations among different categories.

C. IMPLEMENTATION DETAILS

Take VGG-16 based architecture for example, the training
parameters configurations are illustrated in Fig. 3. We train
our deep architecture using mini-batch stochastic gradient
descent with Nesterov momentum, and utilize dropout in
each fully connected layer. In addition, we apply data aug-
mentation techniques (e.g., scale jittering with horizontal
flipping [54]) and each random crop sampling to the same
location of both the RGB and gradient images. We train the
network with a momentum of 0.9, a weight decay of 0.0005,
and mini-batches of size 16. To avoid overfitting the CNN
models in our experiments, we initialize the 2D CNNs
with pre-trained weights obtained from a large-scale dataset
(i.e., ImageNet [55]). Due to the small dataset size,

Two-stream 2D CNN layers

[ Conv5-1 3x3x256x512 | [ Conv5-1 3x3x256x512 |

Fusion layers

Maxpool 2x2
Maxpool 2x2
Maxpool 2x2

Maxpool 2x2
[ Conv3-1 3x3x128x256 | [ Conv3-1 3x3x128x256 |

Conv1-1 3x3x3x64

[ Conv4-1 3x3x256x512 | [ Conv4-1 3x3x256x512 |
Fc 1024xC

Fc R*CxC

Fc 512x1024

~
0
X
<
N
o
x
x
>
c
<3
o

Maxpool 2x2
Maxpool 2x2
Maxpool 2x2

[ Convi-1 3x3x64x64 | [ Convi-1 3x3x64x64 |
Maxpool 2x2 [
[ Conv2-1 3x3x64x128 | [ Conv2-1 3x3x64x128 |

[[Conv2-2 3x3x128x128 | [ Conv2-2 3x3x128x128 |

Conv1-1 3x3x3x64
[[Convs-3 3x3x512x512 | [ Convs-3 3x3x512x512 | Y

[ Conv3-2 3x3x256x256 | [ Conv3-2 3x3x256x256 |
[[Conv3-3 3x3x256x256 | [ Conv3-3 3x3x256x256 |

[[Conva-2 3x3x512x512 | [ Conv4-2 3x3x512x512 |
[[Conv4-3 3x3x512x512 | [ Conv4-3 3x3x512x512 |
[ Convs-2 3x3x512x512 | [ Conv5-2 3x3x512x512 |

FIGURE 3. lllustration of training parameters configurations for the
proposed architecture based on VGG-16. We denote the parameterization
of the convolutional layer as “height x width x input channel x output
channel”.
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we initialize the learning rate as 0.0001 and run the stochastic
gradient descent algorithm for 10,000 iterations, but reduce
the learning rate by a factor of 0.1 at 4,000 iterations and
again at 8,000 iterations. Note that abnormal judgement is
essentially a two-category classification problem such that
each softmax layer in Fig. 2 outputs a 2 dimensional vec-
tor. The complete architecture is implemented and trained
end-to-end in PyTorch.

Although our two-stream architecture consists of two
2D CNN branches, the parameters are able to be updated
jointly. For training the two-stream networks, we fine-tune
the two-stream networks separately for each stream due to
the small number of training samples. In particular, we freeze
two 2D CNN networks parameters, and tune the conv layer,
the two fully connected layers and the softmax layer, ensuring
that the convergence is fast so as to reduce the risk of over-
fitting. After training the two-stream architecture, we freeze it
by further training the toped region fusion layer and softmax
layer. Note that spatial pyramid random cropping splits each
image into the equivalent of R = 21 cropped regions of equal
size. These cropped regions share the same weight parame-
ters, as shown in Fig. 2, and thus can be stacked together and
fed into the two-stream architecture. This kind of processing
makes the architecture straightforward and ensures it is effi-
ciently trained and tested.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
This section details the experimental setup in our experi-
ments, and reports the performance of the proposed method.

A. EXPERIMENTAL SETUP

The performance of our method is tested using the IMS
outlined in Fig. 4. The overall architecture of the system
can be divided into three parts: video server, transmission
channel, and functional server. The functional server includes
a decoding terminal and a data analysis terminal. The video
server stores the video data and device information of each
monitoring device, and responds to requests from various
clients. The data source can be either real-time streams from
cameras or monitoring data stored in a database. Gener-
ally, these video data are in YUV format before processing.
Therefore, an intermediate video decoder receives the video
data and device information through the transmission chan-
nel, converts the YUV format into the required format, and
then sends the preprocessed video data to the data analy-
sis server for further work. Note that this study focuses on
diagnosing the quality of video images in the data analysis
server.

The proposed method is based on the constructed IMS. The
extensive evaluation uses a dataset containing 4137 images
compiled in our experiments. These captured images (all
720 x 480 pixels) are from different cameras and vari-
ous environments relevant to power systems. The images
are labeled manually via crowdsourcing as either abnor-
mal (1034 images) or normal (3103 images). The training
set comprises a random selection of 80% of the images
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of each category; the remainder forms the testing set to
measure performance in the following experiments. All
experiments are repeated five times under the fixed ratio
of training set to testing set, and the average classifica-
tion performances are reported. The regularization param-
eter (1) of the region fusion layer is determined by five-
fold cross-validation. Grid searching using the arrangement
of [1074,10738 ... 1,...,10'"] for A is used in the fol-
lowing experiments. The proposed architecture is imple-
mented and trained end-to-end in PyTorch on a computer
with 40 processors of 2.2 GHz Intel Xeon CPU Silver 4114,
64 GB of random access memory and a single NVIDIA
Titan Xp GPU. Using ResNetl8 as the 2D CNNs, our
method takes approximately average of 58.39 ms to judge an
input image (720 x 480 pixels) on a single NVIDIA Titan
Xp GPU.

In an imbalanced binary classification problem, alterna-
tive ways to think about predictions are Precision, Recall
and FI-measure, which are widely used in pattern recog-
nition and information retrieval communities [56]. Preci-
sion (Pre), Recall (Rec) and FI-measure (F'1) are defined
in equation (4):

Pre = TP/(TP + FP),
Rec = TP/(TP + FN),
F1 = 2 % Pre x Rec/(Pre + Rec), “4)

where TP denotes the number of correctly classified abnor-
mal samples, FP is the number of samples falsely classified as
abnormal, and FN is the number of samples falsely classified
as normal. There is an inverse relationship between precision
and recall. That is, it is possible to increase one at the cost
of reducing the other. Hence, the Fl-measure is introduced
to simply combine them, with a higher F'1 value indicating
better predictions.
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B. ABLATION STUDY

The operation status of the monitoring equipment has a gener-
ally constant effect on the IMS, and any failure would compli-
cate and hinder the subsequent intelligent decision modules.
The performance of the whole system therefore relies heav-
ily on the algorithm for judging imaging quality. Complete
evaluation of the proposed method is undertaken as follows
by assessing its performance from different perspectives.

As mentioned above, our deep architecture is designed
to be flexible and allow any arbitrary CNN architecture
to replace the 2D CNNs. The following experiments eval-
uate different 2D CNNs (VGG-16, ResNet18, MobileNet
V3-small [29], and EfficientNet-BO [30]), and assess perfor-
mance with respect to experimental setup.

1) ANALYSIS OF THE TWO-STREAM SCHEME

To verify the effectiveness of our two-stream scheme,
we compare it with a one-stream scheme (RGB only). Specif-
ically, the input for the 2D CNNss in our deep architecture is
only RGB information rather than RGB and gradient infor-
mation simultaneously. Fig. 5 presents comparative experi-
mental results based on the four 2D CNNs mentioned above.
The F1-measure of the two-stream scheme is higher than that
of the one-stream scheme in all cases, demonstrating its effec-
tiveness. Interestingly, VGG-16 and ResNetl18 show much
greater improvement when using the two-stream scheme than
either MobileNet V3-small or EfficientNet-B0. It can be con-
cluded that the additional gradient information capturing the
images’ high-frequency structural information brings greater
benefit to a simpler 2D CNN’s ability to handle classification
problem.
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O
’S B Two-stream RGB only
0 o8
T
O
E 0.78
v
~
L o
0.74
0.72
07
0.68
VGG-16 ResNet18 MobileNet V3-small  EfficientNet-BO
o Two-stream 0.7433 0.765 0.8028 0.7903
RGB only 0.7309 0.7542 0.7992 0.7847

FIGURE 5. Comparison of our architecture equipped with different 2D
CNNs (VGG-16, ResNet18, MobileNet V3-small, and EfficientNet-B0) using
either an RGB-only scheme or our two-stream scheme.

2) ANALYSIS OF THE MULTI-REGION STRATEGY

We now consider the multi-region strategy. In this study,
an input image is treated as a collection of sampling regions
to encode locally non-uniform characteristics among cate-
gories, as suggested elsewhere [39]. In general, while increas-
ing the sampling region size leads to better information,
it increases the computational burden; therefore, we set the
sampling region size to 64 x 64 experimentally, considering
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the trade-off between accuracy and efficiency. To further
demonstrate the advantage of our spatial pyramid random
crop strategy, we compare it with other commonly used
sampling strategies (random cropping, non-overlapping sam-
pling, and overlapping sampling). We adopt random cropping
to sample both R = 1 and R = 21 regions. Overlapping
sampling uses a stride set to 1 in the experiments. Note
that all the sampling region sizes in the experiment are set
to 64 x 64. Fig. 6 compares the performances of these
strategies as implemented using the four different 2D
CNNs of VGG-16, ResNetl8, MobileNet V3-small and
EfficientNet-B0. The proposed spatial pyramid random crop-
ping strategy is superior to random cropping (with R also set
to 21), indicating that our strategy can capture complete infor-
mation and avoid missing important details. Our proposed
strategy can achieve competitive results as compared with
overlapping sampling, which (when using a stride of 1) is
more computational expensive due to its numerous sampling
regions.

o
%
@

—~VGG-16 —~ResNet18 MobileNet V3-small —EfficientNet-BO

o
o

F1-measure
o o
¥ O3

0.68
0.65

0.62

Random crop Non-overlapping Random crop Spatial pyramid  Overlapping

(R=1) sampling (R=21) random crop sampling

FIGURE 6. Comparison of spatial pyramid random cropping with other
commonly used sampling strategies as implemented using
different 2D CNNs.

Another important concern is the effectiveness of the pro-
posed region fusion layer. This is assessed by comparing our
region fusion layer with the simple average of multi-regions
obtained by spatial pyramid random cropping. Fig. 7 com-
pares the results for the different 2D CNNs of VGG-16,

0.82 n T 0
m Region fusion layer ® Simple average

068 II II || ||

MobileNet V3-

F1-measure

o
3
N

o
3

VGG-16 ResNet18 EfficientNet-BO
small
H Region fusion layer 0.7433 0.765 0.8028 0.7903
W Simple average 0.7313 0.7544 0.7927 0.7816

FIGURE 7. Comparative results from simple average of multi-regions and
our region fusion layer as implemented with different 2D CNNs.
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FIGURE 8. Confusion matrix results of our deep architecture based on different 2D CNN networks (VGG-16, ResNet18,

MobileNet V3-small, and EfficientNet-B0) and other methods.

ResNet18, MobileNet V3-small and EfficientNet-BO. The
F1-measures for our region fusion layer are consistently
around 1% higher than those achieved using simple averag-
ing, demonstrating that the proposed region fusion layer can
adaptively learn the most discriminative regions hidden in the
images. This result further verifies that the proposed region
fusion layer is an attractive strategy when compared with the
simple average adopted in TSCN.

C. COMPARISON AND ANALYSIS

1) COMPARISON WITH ESTABLISHED METHODS

To verify the performance of the proposed method, we com-
pare our deep architecture based on the four different 2D
CNNs with BRISQUE [45], accurate deep CNN (AD-CNN)
[42], SGDNet [53], DB-CNN [52] and TSCN [39] conducted
under the same experimental setup (i.e., repeated five times
under the fixed ratio of training to testing data). In DB-CNN,
two branches of pre-trained CNNs are fine-tuned on our target
databases with a variant of the stochastic gradient descent
method. As for the auxiliary sub-task of saliency predic-
tion in SGDNet, saliency map is obtained also by a teacher
saliency model [57], which is also pre-trained on large-scale
saliency datasets; then we train the network on our target
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databases from scratch. It is worth noting that these image
quality assessment networks output a 2-dimensional vector
to achieve comparison, since the specified judgement task is
essentially a classification problem. The hyper-parameters of
BRISQUE, AD-CNN, SGDNet, DB-CNN and TSCN are the
default values. Note a fixed threshold 7 should be needed
to yield the category label of abnormal or normal, since
BRISQUE outputs the quality score ranging from O to 100.
In the following experiments, we set T to 42, which results in
a good balance between Precision and Recall. Table 1 lists the
comparative experimental results, and Fig. 8 gives the corre-
sponding confusion matrix results. As expected, BRISQUE
performs poorly in terms of FI-measure, as hand-crafted
features are less suitable for the classification task than
adaptively trained deep features. BRISQUE has low recall
because it mis-classifies most abnormal images as normal,
as shown in Fig. 8(a). Despite its good accuracy, the inferior
recall contributes to a low FI-measure. TSCN performs better
than AD-CNN, since it additionally considers a region-based
fully convolutional layer for using the information of input
image patches. As compared with our architecture, TSCN
has inferior performance in terms of Precision, Recall and
F1-measure, since the independent consideration of regions
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FIGURE 9. Comparison of our deep architecture based on different 2D CNNs (VGG-16, ResNet18, MobileNet V3-small, and
EfficientNet-B0) and other methods with respect to the ratio of training to testing data.

TABLE 1. Comparison of our deep architecture based on different 2D
CNNs with BRISQUE, TSCN, AD-CNN, DB-CNN, SGDNet.

Approaches Pre Rec F1
BRISQUE 0.7823  0.5319 0.6332
TSCN 0.6705 0.7736  0.7184
AD-CNN 0.6507 0.7621  0.7020
DB-CNN 0.6619  0.7253  0.6922
SGDNet 0.6745  0.7959  0.7303
VGG-16 (ours) 0.6783  0.8220 0.7433
ResNet18 (ours) 0.7132  0.8249  0.7650
MobileNet V3-small (ours)  0.7523  0.8607  0.8028
EfficientNet-B0 (ours) 0.7376 ~ 0.8510  0.7903

brings a lot of confusion in assigning label for regions in
training procedure. This result further verifies that our region
fusion strategy is an attractive and promising strategy. It can
be seen that SGDNet performs better than TSCN, indicat-
ing that saliency strategy locating discriminative patches is
superior to uniform considering sampling patches in TSCN.
The F1-measure of the proposed deep architecture based on
MobileNet V3-small is around 7% and 9% higher than that of
SGDNet and TSCN, respectively, and is the best performance
among these baseline methods.

Fig. 10 visualizes some example images and classifica-
tion results using BRISQUE, TSCN, AD-CNN, SGDNet,
DB-CNN and our method based on MobileNet V3-small.
It can be seen that the images in first row characterise local
non-uniform changes. As a result, BRISQUE and DB-CNN,
which considering whole image patterns and structures,
performs inferior. Although SGDNet based on pre-trained
saliency model can be regarded as a region based method,
it captures saliency parts well but local changes. It indicates
that the learned saliency information on the limited dataset
is inferior to patch-based training strategy. As compared
with TSCN considering patches uniformly, our method can
achieve better classification results, since the region fusion
layer ensures the scheme’s adaptability in learning discrim-
inative regions hidden in the images. As compared with
first row, the second row has uniform characteristics. Con-
sequently, these comparative methods have good classifica-
tion results. DB-CNN, pre-trained form large scale datasets
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FIGURE 10. Sample example images and classification results using
BRISQUE, TSCN, AD-CNN, SGDNet, DB-CNN and our method based on
MobileNet V3-small (from top to bottom). (Note: The probability ranges
from 0 to 1, and the marked green area denotes the probability of judging
abnormal.).

with synthetic distortions, conducts good performance in
terms of uniform overlay noise and abnormal focus. It is
worth mentioning that DB-CNN learned from the auxiliary
synthetic distortions cannot accurately identify the complex
and unknown abnormal for the specified characteristics in
dataset with limited training samples. As presented in Table 1,
DB-CNN has low recall over the dataset. By contrast, our
model is more universal. For the normal images classifica-
tion, our method still can achieve good performance. Two
factors must be credited for the proposed deep-learning archi-
tecture. The first is the two-stream scheme, which considers
high-frequency information in the gradient image to enhance
performance. The second originates from our multi-region
strategy behave. Specifically, spatial pyramid random crop-
ping encodes locally non-uniform characteristics among cat-
egories, and the region fusion layer ensures the scheme’s
adaptability in learning discriminative regions hidden in the

VOLUME 9, 2021



J. Gan et al.: Multi-Region Two-Stream Deep Architecture for Visual Power Monitoring Systems

IEEE Access

TABLE 2. Inference speeds (seconds) of various methods: our deep architecture based on different 2D CNNs, BRISQUE and TSCN.

BRISQUE  TSCN  VGG-16 (ours)

ResNet18 (ours)

MobileNet V3-small (ours)  EfficientNet-BO (ours)

Time 0.1731 1.4893 35.0871

5.1361

1.4516 1.6426

images and makes the learning procedure an end-to-end oper-
ation for a whole image.

To further demonstrate the advantages of the pro-
posed deep architecture, we evaluate precision, recall, and
F1-measure for the comparative methods described above in
terms of different ratios of training to testing data. As pre-
sented in Fig. 9, the precision, recall, and FI-measure gen-
erally improve as the number of training samples grows.
As expected, BRISQUE with a small training set also per-
forms poorly. It can be seen that our deep architecture based
on different 2D CNNs performs better in terms of preci-
sion, recall, and FI1-measure than TSCN under different
ratios of training to test data. Note that even if the shal-
lower convolutional network in TSCN is replace with our
adopted 2D CNNs, our method is still better than TSCN as
shown in Figs. 6 and 7, because of advantages in our region
fusion strategy. Interestingly, MobileNet V3-small seems to
be slightly more suitable to the data distribution in the field
of power systems than EfficientNet-BO0. In general, our deep
architecture coupled with these high-level 2D CNNs achieves
the best overall performance in terms of precision, recall,
and FI-measure, showing its great potential in application to
image quality judgement.

2) SPEED COMPARISON

We compare the runtimes of our deep architecture based on
the different 2D CNNs with those of other state-of-the-art
methods, and list the average execution times in Table 2.
In order to achieve fair comparison, all the methods were
implemented on a single core of a 2.2 GHz Intel Xeon
CPU Silver 4114. As expected, BRISQUE using hand-crafted
features has the fastest processing speed. It can be seen
that our deep architecture based on MobileNet V3-small
and EfficientNet-BO can achieve competition level on
execution time, as compared with TSCN which has much
shallower network structure. However, the classification per-
formances puts TSCN at a disadvantage compared with
our well-established architectures. It is worth mentioning
that these deep architectures are much faster when imple-
mented on a GPU. For instance, our method based on
ResNet18 implemented on GPU is nearly 90 times faster
than CPU.

V. CONCLUSION

This paper presents a novel multi-region two-stream
deep architecture for judging abnormalities in IMSs. The
two-stream scheme explicitly considers the high-frequency
structure patterns of gradient images, which provides infor-
mation complementary to the color information from the
original images. In contrast to previous works on sampling
non-overlapping patches, here we consider spatial pyramid
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random cropping to characterize images at different spatial
pyramid levels. The method is demonstrated to be complete,
robust, and with low computational cost. Instead of consider-
ing patches independently as in previous works, we propose
a simple and effective region fusion strategy. Specifically,
we reformulate the weighted term for regions and further
consider it as a fully connected layer attempting to learn
the fusion weight. Consequently, the proposed region fusion
architecture as a layer is integrated into the whole learning
pipeline. The region fusion strategy can adaptively find dis-
criminative regions hidden in the image and provide end-to-
end learning for the whole image. The experimental results
show promising judgment performance by our method, which
is capable of handling the effects of locally non-uniform
changes, such as local noise and blur, to obtain high accuracy.
Although the developed method is designed for systems
monitoring electrical power scenes, it can be easily extended
to other surveillance systems in a timely and efficient manner.
Our future research will extend our work in the fol-
lowing aspects. Our two-stream scheme uses gradient
images, without considering other useful structure patterns
or high-frequency information in other domains. Therefore,
we will investigate and combine various other types of
information into the network architecture, which should fur-
ther improve the judgment accuracy. Furthermore, although
off-line analysis is possible in IMSs, more effective network
designs and other parallel computing techniques would be
worth developing to further increase the judgment speed.

REFERENCES

[1] R. Aguilar-Ponce, A. Kumar, J. L. Tecpanecatl-Xihuitl, and M. Bayoumi,
“A network of sensor-based framework for automated visual surveillance,”
J. Netw. Comput. Appl., vol. 30, no. 3, pp. 1244-1271, Aug. 2007.

[2] S. Mei, H. Yang, and Z. Yin, “An unsupervised-learning-based approach
for automated defect inspection on textured surfaces,” IEEE Trans.
Instrum. Meas., vol. 67, no. 6, pp. 1266—1277, Jun. 2018.

[3] N. S. M. Zamani, W. M. D. W. Zaki, A. B. Huddin, A. Hussain,
H. A. Mutalib, and A. Ali, “Automated pterygium detection using deep
neural network,” IEEE Access, vol. 8, pp. 191659-191672, 2020.

[4] Y. He, K. Song, Q. Meng, and Y. Yan, “An end-to-end steel surface defect
detection approach via fusing multiple hierarchical features,” IEEE Trans.
Instrum. Meas., vol. 69, no. 4, pp. 1493-1504, Apr. 2020.

[S] M. Zhao, S. Zhong, X. Fu, B. Tang, and M. Pecht, “Deep residual shrink-
age networks for fault diagnosis,” IEEE Trans. Ind. Informat., vol. 16,
no. 7, pp. 4681-4690, Jul. 2020.

[6] G.Xu, M. Liu, Z. Jiang, W. Shen, and C. Huang, “Online fault diagnosis

method based on transfer convolutional neural networks,” IEEE Trans.

Instrum. Meas., vol. 69, no. 2, pp. 509-520, Feb. 2020.

J. Chen, Z. Liu, H. Wang, A. Nunez, and Z. Han, “Automatic defect detec-

tion of fasteners on the catenary support device using deep convolutional

neural network,” IEEE Trans. Instrum. Meas., vol. 67, no. 2, pp. 257-269,

Feb. 2018.

[8] D.Long, X. Wen, W. Zhang, and J. Wang, “‘Recurrent neural network based
robust actuator and sensor fault estimation for satellite attitude control
system,” IEEE Access, vol. 8, pp. 183165-183174, 2020.

[9] T.Ojala, M. Pietikainen, and T. Maenpaa, ‘‘Multiresolution gray-scale and
rotation invariant texture classification with local binary patterns,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 24, no. 7, pp. 971-987, Jul. 2002.

[7

48007



IEEE Access

J. Gan et al.: Multi-Region Two-Stream Deep Architecture for Visual Power Monitoring Systems

[10]

[11]

[12]

[13]
[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

D. G. Lowe, “Distinctive image features from scale-invariant keypoints,”
Int. J. Comput. Vis., vol. 60, no. 2, pp. 91-110, Nov. 2004.

N. Dalal and B. Triggs, ““Histograms of oriented gradients for human detec-
tion,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2005, pp. 886-893.

Y. Bengio, A. Courville, and P. Vincent, ‘“Representation learning: A
review and new perspectives,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 35, no. 8, pp. 1798-1828, Aug. 2013.

G. E. Hinton, S. Osindero, and Y.-W. Teh, ““A fast learning algorithm for
deep belief nets,” Neural Comput., vol. 18,n0.7, pp. 1527-1554, Jul. 2006.
B. Scholkopf, J. Platt, and T. Hofmann, Greedy Layer-Wise Training of
Deep Networks. Mainz, Germany: MITP, 2007, pp. 153-160.

A. Krizhevsky, 1. Sutskever, and G. Hinton, ‘“‘ImageNet classification with
deep convolutional neural networks,” in Proc. Adv. Neural Inf. Process.
Syst., vol. 25, no. 2, 2012, pp. 1097-1105.

K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” 2014, arXiv:1409.1556. [Online]. Avail-
able: http://arxiv.org/abs/1409.1556

C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan,
V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,”
in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2015,
pp. 1-9.

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR),
Jun. 2016, pp. 770-778.

S. Han, H. Mao, and W. J. Dally, “Deep compression: Compressing deep
neural networks with pruning, trained quantization and Huffman coding,”
in Proc. Int. Conf. Learn. Represent. (ICLR), 2016, pp. 1-14.

Y. He, J. Lin, Z. Liu, H. Wang, L. Li, and S. Han, “AMC: AutoML for
model compression and acceleration on mobile devices,” in Proc. Eur.
Conf. Comput. Vis. (ECCV), Sep. 2018, pp. 784-800.

T. Yang, A. Howard, B. Chen, X. Zhang, A. Go, M. Sandler, V. Sze,
and H. Adam, “Netadapt: Platform-aware neural network adaptation for
mobile applications,” in Proc. Eur. Conf. Comput. Vis. (ECCV), Sep. 2018,
pp. 289-304.

F. N. Iandola, S. Han, M. W. Moskewicz, K. Ashraf, W. J. Dally, and
K. Keutzer, “SqueezeNet: AlexNet-level accuracy with 50x fewer param-
eters and < 0.5MB model size,” 2016, arXiv:1602.07360. [Online]. Avail-
able: http://arxiv.org/abs/1602.07360

A. Gholami, K. Kwon, B. Wu, Z. Tai, X. Yue, P. Jin, S. Zhao,
and K. Keutzer, “SqueezeNext: hardware-aware neural network design,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. Workshops
(CVPRW), Jun. 2018, pp. 1638-1647.

A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang, T. Weyand,
M. Andreetto, and H. Adam, ‘“MobileNets: Efficient convolutional neu-
ral networks for mobile vision applications,” 2017, arXiv:1704.04861.
[Online]. Available: http://arxiv.org/abs/1704.04861

M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen,
“MobileNetV2: Inverted residuals and linear bottlenecks,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 4510-4520.

X. Zhang, X. Zhou, M. Lin, and J. Sun, “ShuffleNet: An extremely
efficient convolutional neural network for mobile devices,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 6848-6856.

M. Tan, B. Chen, R. Pang, V. Vasudevan, M. Sandler, A. Howard,
and Q. V. Le, “MnasNet: Platform-aware neural architecture search for
mobile,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR),
Jun. 2019, pp. 2820-2828.

H. Cai, L. Zhu, and S. Han, “Proxylessnas: Direct neural architecture
search on target task and hardware,” in Proc. Int. Conf. Learn. Represent.
(ICLR), 2019, pp. 1-13.

A. Howard, M. Sandler, B. Chen, W. Wang, L.-C. Chen, M. Tan, G. Chu,
V. Vasudevan, Y. Zhu, R. Pang, H. Adam, and Q. Le, ‘““Searching for
MobileNetV3,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV),
Oct. 2019, pp. 1314-1324.

M. Tan and Q. V. Le, “EfficientNet: Rethinking model scaling for convo-
lutional neural networks,” in Proc. Int. Conf. Learn. Represent. (ICLR),
2019, pp. 6105-6114.

A. Conrad Bovik, “Automatic prediction of perceptual image and video
quality,” Proc. IEEE, vol. 101, no. 9, pp. 2008-2024, Sep. 2013.

G. Ciocca, S. Corchs, F. Gasparini, and R. Schettini, “How to assess image
quality within a workflow chain: An overview,” Int. J. Digit. Libraries,
vol. 15, no. 1, pp. 1-25, Nov. 2014.

48008

(33]

(34]

(35]

(36]

(371

(38]

(39]

[40]

(41]

(42]

(43]

[44]

[45]

(46]

(47]

(48]

(49]

(50]

[51]

(52]

(53]

(54]

[55]

[56]

(571

A. K. Moorthy and A. C. Bovik, “A two-step framework for constructing
blind image quality indices,” IEEE Signal Process. Lett., vol. 17, no. 5,
pp. 513-516, May 2010.

A. Mittal, R. Soundararajan, and A. C. Bovik, ‘“Making a ‘completely
blind’ image quality analyzer,” IEEE Signal Process. Lett., vol. 20, no. 3,
pp. 209-212, Mar. 2013.

P. Ye, J. Kumar, L. Kang, and D. Doermann, ‘“Unsupervised feature
learning framework for no-reference image quality assessment,” in Proc.
1EEE Conf. Comput. Vis. Pattern Recognit., Jun. 2012, pp. 1098-1105.

L. Kang, P. Ye, Y. Li, and D. Doermann, ‘““Convolutional neural networks
for no-reference image quality assessment,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2014, pp. 1733-1740.

S. Bosse, D. Maniry, K.-R. Muller, T. Wiegand, and W. Samek, ‘“Deep
neural networks for no-reference and full-reference image quality assess-
ment,” I[EEE Trans. Image Process., vol. 27, no. 1, pp. 206-219, Jan. 2018.
K. Ma, W. Liu, K. Zhang, Z. Duanmu, Z. Wang, and W. Zuo, “End-to-end
blind image quality assessment using deep neural networks,” IEEE Trans.
Image Process., vol. 27, no. 3, pp. 1202-1213, Mar. 2018.

Q. Yan, D. Gong, and Y. Zhang, ‘““Two-stream convolutional networks for
blind image quality assessment,” IEEE Trans. Image Process., vol. 28,
no. 5, pp. 2200-2211, May 2019.

K. Simonyan and A. Zisserman, ‘““Two-stream convolutional networks for
action recognition in videos,” in Proc. Adv. Neural Inf. Process. Syst.,
vol. 1, 2014, pp. 1-11.

W. Xue, L. Zhang, X. Mou, and A. C. Bovik, “Gradient magnitude
similarity deviation: A highly efficient perceptual image quality index,”
IEEE Trans. Image Process., vol. 23, no. 2, pp. 684-695, Feb. 2014.

B. Bare, K. Li, and B. Yan, “An accurate deep convolutional neural
networks model for no-reference image quality assessment,” in Proc. IEEE
Int. Conf. Multimedia Expo (ICME), Jul. 2017, pp. 1356-1361.

Z. Wang and A. C. Bovik, Modern Image Quality Assessment. San Rafael,
CA, USA: Morgan & Claypool, 2006.

P. Ye, “Feature learning and active learning for image quality assessment,”
Ph.D. dissertation, Dept. Elect. Comput. Eng., Univ. Maryland, College
Park, MD, USA, 2014.

A. Mittal, A. K. Moorthy, and A. C. Bovik, “No-reference image quality
assessment in the spatial domain,” IEEE Trans. Image Process., vol. 21,
no. 12, pp. 4695-4708, Dec. 2012.

M. A. Saad, A. C. Bovik, and C. Charrier, “Blind image quality assess-
ment: A natural scene statistics approach in the DCT domain,” IEEE Trans.
Image Process., vol. 21, no. 8, pp. 3339-3352, Aug. 2012.

K. Gu, G. Zhai, X. Yang, and W. Zhang, ““Using free energy principle for
blind image quality assessment,” IEEE Trans. Multimedia, vol. 17, no. 1,
pp. 50-63, Jan. 2015.

Q. Li, W. Lin, J. Xu, and Y. Fang, “Blind image quality assessment using
statistical structural and luminance features,” IEEE Trans. Multimedia,
vol. 18, no. 12, pp. 2457-2469, Dec. 2016.

L. Kang, P. Ye, Y. Li, and D. Doermann, ‘““Simultaneous estimation of
image quality and distortion via multi-task convolutional neural networks,”
in Proc. IEEE Int. Conf. Image Process. (ICIP), Sep. 2015, pp. 2791-2795.
K. Ma, W. Liu, T. Liu, Z. Wang, and D. Tao, “DiplQ: Blind image quality
assessment by learning-to-rank discriminable image pairs,” IEEE Trans.
Image Process., vol. 26, no. 8, pp. 3951-3964, Aug. 2017.

K.-Y. Lin and G. Wang, ‘““Hallucinated-IQA: No-reference image quality
assessment via adversarial learning,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., Jun. 2018, pp. 732-741.

W. Zhang, K. Ma, J. Yan, D. Deng, and Z. Wang, “Blind image quality
assessment using a deep bilinear convolutional neural network,” IEEE
Trans. Circuits Syst. Video Technol., vol. 30, no. 1, pp. 3647, Jan. 2020.
S. Yang, Q. Jiang, W. Lin, and Y. Wang, “SGDNet: An end-to-end
saliency-guided deep neural network for no-reference image quality
assessment,” in Proc. 27th ACM Int. Conf. Multimedia, Oct. 2019,
pp. 1383-1391.

L. Wang, Y. Xiong, Z. Wang, Y. Qiao, D. Lin, X. Tang, and L. Van Gool,
“Temporal segment networks: Towards good practices for deep action
recognition,” in Proc. Eur. Conf. Comput. Vis. (ECCV), 2016, pp. 20-36.
J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet:
A large-scale hierarchical image database,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2009, pp. 248-255.

T. Fawcett, “An introduction to ROC analysis,” Pattern Recognit. Lett.,
vol. 27, no. 8, pp. 861-874, Jun. 2006.

S. Yang, G. Lin, Q. Jiang, and W. Lin, “A dilated inception network
for visual saliency prediction,” IEEE Trans. Multimedia, vol. 22, no. 8,
pp. 2163-2176, Aug. 2020.

VOLUME 9, 2021



J. Gan et al.: Multi-Region Two-Stream Deep Architecture for Visual Power Monitoring Systems

IEEE Access

VOLUME 9, 2021

JINRUI GAN received the Ph.D. degree in
computer science and technology from Beijing
Jiaotong University, Beijing, China, in 2019.
He is currently an Engineer with Global Energy
Interconnection Research Institute Company Ltd.,
Beijing. His research interests include computer
vision, data mining, and machine learning.

WEI JIANG received the Ph.D. degree in engi-
neering instrument science and technology from
Zhejiang University, Hangzhou, China, in 2013.
He is currently the Manager of the Department
of Internet, State Grid Corporation of China,
Beijing, China. His research interests include
machine learning and artificial intelligence.

TING ZHAO received the M.Sc. degree from the
Beijing University of Posts and Telecommunica-
tions, Beijing, China, in 2004. She is currently a
Professorate Senior Engineer with Global Energy
Interconnection Research Institute Company Ltd.,
Beijing. Her research interests include computer
vision and artificial intelligence.

PENG WU received the M.Sc. degree from the
Beijing Institute of Technology, Beijing, China,
in 2006. He is currently the Director of the Al
Team, Global Energy Interconnection Research
Institute Company Ltd., Beijing. His research
interests include computer vision, machine learn-
ing, and pattern recognition.

GUOLIANG ZHANG received the Ph.D. degree in
information technology from the Beijing Univer-
sity of Technology, Beijing, China, in 2019. He is
currently an Engineer with Global Energy Inter-
connection Research Institute Company Ltd., Bei-
jing. His research interests include action recogni-
tion, machine learning, and man-machine interac-
tion system for robots.

ZIWEN ZHANG is currently pursuing the Ph.D.
degree with the School of Computer Science
and Technology, Beijing Jiaotong University,
Beijing, China. His current research interests
include computer vision, pattern recognition, and
image processing.

48009



