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ABSTRACT Compared to the general person re-identification (re-id), pedestrian images in cross-resolution
person re-id tasks always have variant resolutions, thus the resolution mismatching problem between
low-resolution (LR) images and high-resolution (HR) images significantly limits the performance of neural
networks. The general solution is to introduce interpolation methods or super-resolution (SR) module to
normalize all the images to the same resolution. Unfortunately, current SR methods can only upscale the
entire image to a certain scale, but fail to unify the resolution of images with different width-to-height ratio.
To solve this problem, we propose a Specific-Resolution-Targeted Super-Resolution (SRTSR) embedded
person re-id method. Instead of using deep CNN-based SR methods, our SRTSR network consists of a fast
and light-weight feature learning module with a self-adaptive Swish (SA-Swish) as its activation function
to improve its performance, and a specific-resolution-targeted upscale module to upscale the images to any
specific resolution. Compared to the traditional upscale module which can only accept the upscale factor
for the entire image, our upscale module can either accept two independent and arbitrary upscale factors for
either height and width, e.g., 2.4× for height and 3.1× for width, or any specific resolution, e.g., 256×128,
helping to unify the resolution of images with different width-to-height ratio. Extensive experiments are
conducted and the result shows that the performance of our method is over the SR-based state-of-the-art
person re-id methods on common re-id benchmarks.

INDEX TERMS Person re-ID, super-resolution, image retrieval, deep learning.

I. INTRODUCTION
As an image retrieval task, person re-identification (re-id)
aims to find a particular pedestrian from the captured images
in different time periods and locations. Person re-id tasks
are inevitably challenged by problems in practical scenarios,
i.e., low-resolution(LR) [1], shelter, pose [2], viewpoint, illu-
mination variation [3] and the image quality. In this paper,
we focus on the low-resolution and image quality problem in
cross-resolution person re-id datasets.

As Fig. 1 shows, in many occasions, due to the vary-
ing physical distance between the camera and pedestrians,
the resolution of pedestrian images also varies significantly,
leading to the mismatching problem. The most instinct solu-
tion is to generate higher resolution images from LR images.

The associate editor coordinating the review of this manuscript and

approving it for publication was Junhua Li .

For convenience, most of representation learning-based per-
son re-id methods [4]–[6] normalize all the images to a
larger and same resolution by interpolation methods before
inputing them into network. However, as convolutional neural
network (CNN) develops, many SR methods start to show a
better performance than the traditional interpolationmethods.
Thus, a couple of super-resolution (SR) method-based person
re-id works have been proposed [1], [7]–[9].

Unfortunately, compared to the traditional interpolation-
based SR methods [11], the flexibility of current
learning-based SR methods are largely limited. For instance,
the Bicubic andBilinear interpolation, which are the twomost
common interpolation method used in person re-id area, can
upscale or downscale the image to any specific resolution,
while the SR methods based on CNN could only upscale
the image by particular integral scales, commonly 2×, 3×
and 4×.
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FIGURE 1. Illustration of mismatching problem in CAVIAR dataset [10]
between Camera A (close to pedestrians) and Camera B (far from
pedestrians). It is critical to match the HR and LR pedestrian images
appeared in Camera A and B.

To avoid this issue, most of LR person re-id works
only show their performance on artificially created
multi-resolution datasets which downscale the images by
an integral downscale factor, i.e., 1/2, 1/3 and 1/4 of its
original resolution [8], [12]. However, on practical scenarios,
the resolution of the bounding boxes of pedestrians are not in
integral scales. Thus, many SR-based person re-id methods
have to normalize all the images to the same resolution before
the SR sub-network, which brings significant loss on their
performances.

Meta-SR [13] brings us a possible solution. With the help
of a weight predictor and a projection mask in upscale mod-
ule, the upscale factor could be a non-integral type, e.g.,
1.1× and 1.2×. However, as Fig. 2 shows, The typical SR
methods(the upper half) have to upscale the images to a cer-
tain scale, then unify the resolution by interpolation methods.
While in practical scenarios of person re-id tasks, it is com-
mon to face with the pedestrian images with different width-
to-height ratio, and thus the interpolation methods seem to be
the only choice in image preprocessing unit.

So, why not create a more flexible learning-based upscale
module, making the resolution of output images directly
match with each other? And this is exactly the key concept of
our Specific-Resolution-Targeted Super Resolution (SRTSR)
model. To ensure the time-efficiency and upscale flexibility,
we modify the feature learning module, upscale module and
the training method of the SR network.

FIGURE 2. Illustration of mechanism differences between the typical SR
methods and ours in cross-resolution person re-id dataset, CAVIAR.
Compared to the general SR methods, we generate the images of same
resolution in one step using a weight matrix of specific resolution.

A. FEATURE LEARNING MODULE
Instead of merely pursuing the reconstruction performance,
as a supplementary sub-network in our person re-id network,
our SRTSR network is expected to achieve better perfor-
mance than the interpolation based methods with a minimum
time consumption. Based on the fastest SR network, FSR-
CNN,we propose a light-weight feature learningmodulewith
new concepts of recent SR works, and add shrink and expand
convolution layers at either ends of the basic block to achieve
better time-efficiency. We also introduce a new activation
function SA-Swish [14] to the SR network to improve the
performance.

B. UPSCALE MODULE
The upscalemodule in SRTSR providesmore flexible upscale
choices. To reconstruct fixed-size images from arbitrary size
inputs, we build a relation equation between pixels on HR
and LR images. With the help of relation equation, the value
of any pixel on the reconstructed HR image equals to the
value of the corresponding pixel on LR image multiplies
an adaptive weight. Specifically, we first generate a weight
matrix of which the size is the same with the output HR
image, and assign values to every element by the product of
the value of pixels on LR image and the weight learned by the
feature learning module. In this way, the proposed upscale
module is capable to upscale images of varying resolutions
to any certain resolution. Besides, the upscale module also
provides the general upscale method. You can upscale the
image to a certain scale by inputing two independent upscale
factors for width and height.

Based on this feature, we use our SRTSR network to
replace the interpolation methods as a preprocessing tool
to normalize the resolution of pedestrian images in person
re-id task. To achieve a better performance, we connect the
SRTSR network with Resnet-50, train them with a weighted
overall loss, and verify its performance on the common
cross-resolution person re-id benchmarks. By using a projec-
tion mask and fully connected layer, our SR sub-network can
directly normalize images, thus achieving higher precision on
person re-id tasks.

II. RELATED WORKS
A. LOW-RESOLUTION PERSON RE-ID
LR person re-id aims to solve the mismatching problem
between LR and High Resolution (HR) images. The family
of LR person Re-id can be roughly divided into two types:
metric learning-based methods and SR-based methods.

By learning the correlated features between the LR images
and HR images, the metric learning-based methods can
address the LR probes to the HR gallery. For example,
JUDEA [5] sets two separate networks, one is especially for
HR images and the other is for LR images, which avoids
the LR and HR images influencing each other. Li et al. [15]
first introduce GAN in person re-id tasks to reconstruct HR
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features from the LR images, putting the images with differ-
ent resolutions to the same feature space.

Besides, there are also a couple of works focusing on SR
method. SR method aims to upscale the LR image to HR
image, thus it is also the most instinct solution to resolution
mismatching problem. CSR-GAN [7] focuses on how to use
SR network to unify the resolutions of pedestrian images
as close as possible by using the pre-defined threshold to
classify the LR images to three levels, and upscale them
in different degrees. SING [1] adds a SR network before
the feature extraction module of person re-id network and
trains the separate networks for LR and HR images jointly.
RIPR [8] proposes a Foreground Focus SR method which
only upscales the pedestrian body part, reducing the influence
of the background clutter. However, all the aforementioned
SR methods in person re-id network can only upscale the
image to an integral scale, and use additional methods, e.g.,
parallel network and GAN, to reduce the influence of resolu-
tion mismatching problem.

B. SUPER RESOLUTION
As we mentioned above, there are couples of works done to
apply the SR methods onto the person re-id task, but as time
goes by, now we have more choices in SR area [16], [17].
Since the CNN-based Super Resolution, SRCNN, introduced
by Dong et al. [18], the deep learning-based SR methods
have already achieved better performance than the previous
super-resolution methods. However, the SRCNN needs to
upscale the input LR image by interpolation methods before
it feeds into the network, which means there is an extra
step compared to other SR methods, wasting considerable
time. Taking a different approach, Shi et al. [19] propose a
sub-pixel convolution layer to upscale the image by expand-
ing the channel. And the promoted version of SRCNN, FSR-
CNN [20], using the deconvolutional layer at the end of the
network to upscale the image, dramatically increases the time
efficiency. After then, almost all the SR network put their
upscale module at the end of the network. Lim et al. [21]
propose the EDSR and MDSR, where EDSR network adds
the activation function in the skip connection connected the
either end of basic blocks. And Brifman and Elad [22] use the
denoiser to handle SISR problem, which also shows tendency
to a high-quality output and fast processing.

Compared to the blooming development of SR networks,
the multi-scale upscaling is hardly developed in recent works.
MDSR network firstly introduced theMulti-scale Learning to
the SR area, which allows multiple upscale factors training
in a single model. But the aforementioned networks only
consider to upscale the image to an integral scale (×2, ×3,
×4). Hu et al. [13] first proposed Meta-SR, with a new
upscale module acting containing a learning-based weight
predictor and a mask projection operator to upscale the entire
image to arbitrary scale. And in this paper, we make further
improvement on the meta upscale module, making the SR
methods be capable to completely substitute interpolation

methods to normalize all the images to a uniform resolution
in person re-id tasks.

III. OUR APPROACH
The main structure of our network can be divided into two
parts, SRTSR sub-network and person re-id sub-network.
The SRTSR network consists of the feature learning module
which aims to extract features from LR images, and a upscale
module which aims to upscale the LR feature to HR image.
As for the person re-id part, to compare with other state-of-
the-art methods, we use ResNet-50 as the backbone of re-id
network to evaluate the performance of our SRTSR network.
In this session, we describe the details of our SRTSR network
and the combined loss of the entire network.

A. FEATURE LEARNING MODULE FORMULATION
As a supplementary sub-network, SR module in person re-id
network is required to be time-efficient, thus the feature
learning module of the SR network is expected to be compact
and efficient to extract features from the cross-resolution
images. So, instead of the RDN [23], ESRGAN [24] and other
state-of-the-art deep SR networks, we implement our upscale
module on a light-weight feature learning module.

We redesign the feature learning module of the SR network
to balance the performance and time efficiency. Skip con-
nection with activation function and the residual in residual
strategy [25], [26] is used to improve the performance, mean-
while the expand and shrink 1×1 convolution layer are added
at either end of every basic block. As the experiments [21]
prove that the batch normalization (BN) layer increases the
computational complexity with minor improvement on SR
tasks, it is also removed from our basic block.

Like many other SR methods [24], [27], we only process
the Y channel in YCbCr color space. Thus the output channel
of the upscale module is 1, and the other channels, i.e., Cb
and Cr, will be added by the skip connection.

Table 1 illustrates the structure of our feature learning
module and some details of our upscale module. Whereas
the size of image could be arbitrary, the change of image
size will also influence the flops calculation. So in this table,
we assume the input image is 256 × 128. As Fig.3 shows,
to achieve better performance, we add the LR image upscaled

TABLE 1. The architecture of our SR network with the input image size
256 × 128 and the upscale factors for height and width are both 2.0×. The
number of the Basic Blocks is 6.
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FIGURE 3. A visual diagram of our entire network. Input images are firstly put into the SR sub-network, passing through the feature extractor and
upscale module, then the output HR images will be put into the re-id network. The loss function is the combined loss of both SR sub-network and
re-id network.

by bicubic interpolation as an additional input at the end of
the SR network.

Current SR networks prefer to choose simple and common
activation functions like Sigmoid or ReLU. However, as Fig.4
illustrates, a constant upper boundary in Sigmoid raises the
possibility of gradient vanishing, and the ReLU is not an ideal
smooth activation function. The SR task always requires a
smooth output, which could help to achieve a better perfor-
mance in PSNR evaluation results. Taking all the aspects into
consideration, we initially use the Swish as our activation
function:

Swish(x) = x · sigmoid(x) = x ·
1

1+ e−x
(1)

FIGURE 4. The activation comparison between Swish (red and green),
Sigmoid (blue) and ReLU (black).

Meanwhile, as Fig.4 indicates, if we add a weight, β, into
Sigmoid function in Swish, the activation function could be
smoother, i.e.,

SA−Swish(x) = x · sigmoid(βx) = x ·
1

1+ e−βx
. (2)

FIGURE 5. An instance of our upscale module. To get a 5 × 5 SR image
from a 3 × 4 LR image, we first need to generate a 5 × 5 weight matrix by
using a FC layer, and for each pixel in the SR image, we need to find the
corresponding pixel in LR image, e.g., the value of pixel (1, 1) in ISR
equals to the product of W11 and the value of pixel (1, 1) in ILR .

However, when β reduces to 0, SA-Swish becomes a mono-
tonic and linear, and when β is larger than 1, it becomes no
longer smooth, so it is necessary to set a clear boundary to
avoid gradient exploding and vanishing. Thus, we decides
to design the self-adaptive Swish (SA-Swish) to let itself to
determine the value of β by changing it to a self-adaptive
parameter and set a boundary β ∈ (0, 1] in function swish,
and set the initial value of β to 0.9.

B. UPSCALE MODULE FORMULATION
Showing an outstanding performance among varies of
upscale modules [19], [28], [29], deconvolutional layer is
still the most popular upscale module in SR networks
[30], [31]. On the contrary, the stride of deconvolutional
layer, which determines the upsample scale, has to be an
integral number. Thus for SR method based person re-id
tasks, the common solution is to normalize images to one or
several resolutions before one or cascaded SR networks [7].
Inspired by Meta-SR [13], to better utilize the effectiveness
of SR network, we propose a novel upscale module which
firstly creates the weight matrix with the same size of the HR
output and establishes the relationship between pixels.
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As Fig. 5 shows, the core concept of our upscale module
is that the pixel value at (i, j) in the output SR image equals
to the weighted pixel value at (i′, j′) in input LR image.
To establish the relationship between pixels on HR and LR
images, we introduce a instinct projection equation:

(i, j) = f (i′, j′) = f (
⌊
i
r0

⌋
,

⌊
j
r1

⌋
), (3)

where symbol bc represents the floor function, the r0 denotes
upscale factor for height and r1 denotes that for width. The
floor function here is to avoid fatal errors as the upscale
factors could be any float numbers.

Person re-id task always requires the image preprocessing
unit before the network to unify the input images to a certain
output resolution, instead of giving a specific upscale factor.
So, during the testing phase, the upscale factors are no longer
the given parameters, but calculated by

r0 =
outH
inH

and r1 =
outW
inW

. (4)

The outH and outW stand for output height and width, while
inH and inW stand for input height and width. Especially,
different from the testing process, in the training process,
the network randomly downscale the images to lower reso-
lutions (1/4 to 1 of its original resolution), and learn how to
upscale them back. In a short word, the r0 and r1 are randomly
generated values in the training phase, while it is determined
by the target resolution and input resolution in the testing
phase.

Given the weight matrix and the projection equation,
the pixel value at (i, j) in the output SR image can be written
as the product of corresponding weight for (i, j) and the pixel
value at (i′, j′) in the LR feature FLR:

PV SR (i, j) = W (i, j)FLR
(
i′, j′

)
(5)

In this way, we can find the corresponding pixel for every
pixel in the output SR image. Then, we need to generate a
weight matrix W (i, j) of which the size is exactly the same
with the output SR image.

To achieve better performance, initial value in the weight
matrix cannot be idle. As the floor function in fact causes
the loss of precision in projection process, and to reduce its
influence, we set the initial weight as the offset between the
real value and the ideal value of the correspondence:

Winti (i, j) =
(
i
r0
−

⌊
i
r0

⌋
,
j
r1
−

⌊
j
r1

⌋)
(6)

With initial weights, we can create a weight matrix with the
same size of the output SR image. Passing through two fully
connected (FC) layers, every single element in the weight
matrix becomes an adaptive weight, and by multiplying the
adaptive weight and the value of corresponding pixels on LR
images, the values of pixels on SR images are obtained.

C. OVERALL LOSS FUNCTION
The overall loss function consists of two parts: the MAE loss
for SR network,

L1(Ii − Îi) =
1
N

N∑
i=1

∥∥Ii − Îi∥∥1 (7)

Here, the Ii and Îi refers to the HR images and our output
SR images, respectively. The cross entropy loss for the person
re-id network,

CrossEntropy(FC(fi)− Li) = −
N∑
i=1

FC(fi)log(Li) (8)

In practice, we first solely train our SR sub-network by
L1 loss, obtain the pre-trained model, and then train the entire
network by the combined loss. Thus, as for the overall loss,
we add a tiny weight α to balance the losses. So the combined
loss is,

L = αL1(Ii − Îi)+ CrossEntropy(FC(fi)− Li) (9)

IV. EXPERIMENTS
A. DATASETS AND IMPLEMENTATION DETAILS
We evaluate our person re-id network on four cross-resolution
re-id benchmarks, VR-Market, VR-MSMT17 [8] and
self-created VR-Market1501-Hard by accepting non-integral
resolution proportions, and we remain the original division
settings of training and testing sets.

TheVR-Market1501 contains 12,936 images of 750 pedes-
trians in the training set, and 19,732 images of 751 pedes-
trians in the testing set. And in VR-MSMT17 dataset,
there are 32,621 images of 1041 persons in training set
and 93,820 images in testing set. Compared to their orig-
inal dataset, all the images in VR-Market1501 and VR-
MSMT17 are downscaled to ( 14 , 1] time of their original
scale.

Particularly, to demonstrate the effectiveness of the meta
upscale module, we create a new dataset VR-Market1501-
Hard, where the images are randomly downscaled from
1/4 to 1, of which the downscale factor is generated by
random.uniform(1.01, 4). To keep the images from serve dis-
tortion, the difference of downscale factor for width and for
height is restricted to less than or equal to 0.4.

All the time-related experiments are run on the com-
puter with an I7-9700K CPU and a 2070S GPU. To pur-
sue better performance on either image quality assessments
(PSNR/SSIM) and recognition accuracy, the SRTSR network
will be trained by the corresponding person re-id dataset first,
and then the entire network will be trained together with
the help of the pretrained model of SRTSR network. During
the holistic training process, weight of L1 loss for SRTSR
network is 0.05.

Due to the previous LR person re-id works only present
Rank-1 and Rank-5 results, in this paper, all the person re-id
results are also present in Rank-1 and Rank-5 form. In person
re-id results, we fixed the size of the weight matrix while in
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image quality assessments (IQA), we use the fixed upscale
factors for height and width. Since the other SR methods,
e.g. RCAN and Meta-SR, costs much time once trained with
person re-id network, all the IQA(PSNR/SSIM) results are
obtained by training the SR network individually.

B. EFFECTIVENESS OF SA-SWISH
In this session, we compare the effectiveness of three activa-
tion functions: ReLU, LeakyReLU, P-ReLU, Swish and our
SA-Swish. To better solely compare the difference between
the activation functions, we substitute our activation function
to the other, use the traditional upscalemethod, i.e., by accept-
ing a upscale factor for the entire image, and run the program
for 20 epochs on Market-1501 dataset.

The average time in Table 2 indicates total time for one
entire epoch, and as the result of an additional self-adaptive
parameter, SA-Swish and P-ReLU cost longer but acceptable
time to achieve better performance than other activation func-
tions. However, generally, the activation functionwill not cost
too much time, while in this experiment, the processing time
varies a lot. We think it is mainly because the convolution
part is so light-weight and fast, thus the time-consuming
proportion of activation functions with multiple self-adaptive
parameters increases.

TABLE 2. Comparison between activation functions, the bold denotes the
best result and underline denotes the second.

For higher upscale factors, i.e., 3× and 4×, SA-Swish
achieves the best results among the other. To show the effec-
tiveness of SR methods better, in the following experiments,
we run our program on these cross-resolution datasets mostly
consists of very low resolution images. Thus, we use the
proposed SA-Swish as the activation function of our SRTSR
network and re-id network.

C. EFFECTIVENESS OF OUR SR MODULE
To comprehensively verify the effectiveness of SRTSR, in this
session, we first validate the effectiveness of each part of
our SR network by the ablation study, and then compare it
with the common state-of-the-art SR methods, i.e., ESRGAN
[24], RCAN [25] and Meta-SR [13] from two perspectives:

1) Upscale images by a certain scale, and 2) Upscale images
to a certain resolution.

In our ablation study, we set the FSRCNN [20] as the basic
network, which is named as A, and divide our contribution
by three parts, B.the meta upscale module; C. substitute the
3 × 3 convolutional layer to the basic block of our network;
D. the number of basic block. Also, in order to evaluate the
effectiveness of the skip connection, named as E, we test the
network with and without the skip connection, respectively.
In the following experiment, we evaluate the effectiveness
of each change by objective indexes, i.e., PSNR, SSIM and
person re-id precision, rank-1 and rank-5. For example, A+B
means FSRCNN with the new upscale layer, but without the
basic block. And it is noticeable that A+B+Cmeans we have
substituted two convolutional layer to our basic block, and D
indicates the number of extra basic blocks besides them.

Table 3 illustrates the IQA results, PSNR and SSIM, and
the person re-id accuracy, rank-1 and rank-5, of the ablation
study. The person re-id accuracy results are obtained by train-
ing the joint network on VR-Market1501 dataset, while the
IQA results are obtained by solely training the SR network.

TABLE 3. PSNR, SSIM evaluation and time consumption of different
network structures: A. FSRCNN, B. the meta upscale module; C. substitute
the 3 × 3 convolutional layer to the basic block of our network; D. the
extra number of basic blocks; E. the skip connection.

As Table 3 shows, the person re-id accuracy is highly
related with the IQA results, PSNR and SSIM.With the high-
est PSNR/SSIM results, A+B+C+4D+E achieves the best
person re-id accuracy. The table also indicates the SR network
with 6 basic blocks (A+B+C+4D+E) is deep enough to
handle deep LR images in person re-id datasets, as its per-
formance reaches the peak compared to either 4 or 8 blocks.
Thus, in the following experiments, the number of basic
blocks in the SR sub-network is 6.

In Fig. 6, we prove the effectiveness of our SR network
by training all the SR methods by using the training set of
Market-1501 and evaluate their SR performance in the query
set of Market-1501 dataset by PSNR and SSIM on the Y
channel in YCbCr color space. All the chosen images will
firstly downscale to 1

r0
by 1

r1
time of its original resolution,

where r0 and r1 are upscale factors for height and width,
respectively. And then upscale back to the original resolution,
then compare the PSNR and SSIM value with the original HR
images. Since the other SRmethods cannot upscale the image
to arbitrary size, so when we are using the other SR methods,
we firstly upscale the image to drH , rW e, where symbol de
denotes ceil function, and then downscale it to the original
resolution by bicubic interpolation.
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FIGURE 6. PSNR comparison between our SRTSR network and other SR
methods. The upscale factor for height is 2.0 and that for width varies
from 1.1 to 4.0.

Fig. 6 shows the performance of SR methods, and the solid
line indicates that this method can upscale the input image to
any scale directly, while the dotted line indicates this method
need the help of interpolation methods to upscale the image
to the sample points.

Though the performance of our network reduces faster than
any other SR methods, it still performs better than them when
the upscale factor for width is between 1.0 and 3.9, when
1.0 to 3.0 are always considered as the most useful range.
The rapid descend may caused by the projection relationship.
When the difference of upscale factors is large enough, there
will be multiple pixels in SR image corresponds to the same
pixel in LR image, which significantly limit its performance.

Meanwhile, Fig. 6 also illustrates that when the upscale
factor for width is smaller than 2×, our SR method performs
much better than the other. In this range, our projection
relationship is still strong while the other SR methods can
only upscale the image to 2× and then downscale them by
interpolation method. However, the range from 1× to 2× is
exactly the most common upscale factors the person re-id
requires, so ours will be a more suitable SR method for re-id
task.

When accepting the integral upscale factors, our SR mod-
ule does not lead much compared to the state-of-the-art
SR methods as the result of pursuing time efficiency, e.g.,
the total processing time of upscaling a single image (includ-
ing the time of read file and etc., onMarket-1501 dataset [32])
for RCAN is 1.51s and for ESRGAN is 132ms, while ours
is 34ms, which could be even much faster in end-to-end
network.

The visual results shows a couple of example of the SR
results and aims to evaluate the single image SR performance
of the SR models. We compare our SR method with the tradi-
tional bicubic interpolation, and other common SR networks.
The upscale factors for height and width are 2.7× and 2.4×
respectively. When we are using other SR methods, we first
upscale the image to 3×, and then downscale to the same
resolution by bicubic interpolation.

FIGURE 7. Visual results and PSNR/SSIM comparison between our SRTSR
network and other SR methods. The upscale factor for height is 2.4 and
that for width is 2.7.

Surprisingly, the visual results (Fig. 7) and the objective
IQAs suggests bicubic interpolation, which is demonstrated
as the least competitive SR method among the other, could
rank the second or the third. The results could possibly mean
the SR + interpolation sometimes performs less competitive
than directly using interpolation methods.

We can see that the distortion happens when normalizing
the images upscaled by the other SR methods, which also
explains the reason why precision reduces in person re-id
tasks when we simply substitute the interpolation methods by
SR methods. Meanwhile, the distortion brings severe influ-
ence on the evaluation results, especially on SSIMvalues. Our
SRTSR method uses two upscale factors for height and width
respectively, so the SRTSR can directly upscale to image to
the desired resolution. In this way, the SRTSR avoids the
distortion and performs better than the other SR methods.

D. COMPARISON WITH STATE-OF-THE-ART
PERSON RE-ID METHODS
In this session, we compare our person Re-id result with other
SR method-based person Re-id solutions.

Table 4 shows the Rank-1/Rank-5 results of the SR
methods-based person re-id in three cross-resolution datasets.
Compared to the baseline, our SRTSR raises the Rank-
1/Rank-5 significantly. And our SRTSR performs the best
among the other SR methods in person re-id area in the three
cross-resolution dataset. As our SR module can upscale the
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TABLE 4. Person re-id performance on four cross-resolution re-id
benchmarks, the bold font denotes the best result.

input image to arbitrary size, our re-id network can achieve
better performance on cross-resolution person re-id dataset
compared to other SR network embedded re-id network.
Also, it is noticeable that most the SR solutions performs well
in MLR-CUHK-03 dataset. Especially, our SRTSR outper-
forms the baseline by 15.6%/13.6%, which may indicates
that the SR methods can achieve ideal result on png format
images rather than jpg format images.

Similarly, Table 5 shows the same situation, the SR meth-
ods performs better in MLR-CUHK-03 dataset than the other
two jpg format datasets. In this part, we use our SR network to
generate a clearer and HR dataset from the original one, and
substitute bicubic interpolation as a new normalization tool.
And Table 5 proves our SR sub-network is capable to increase
the accuracy of other state-of-the-art person re-id methods on
cross-resolution datasets.

Table 5 also shows the result of person re-id precision on
self-created dataset, VR-Market1501-Hard. The increasing
number of varying resolutions does not bring much diffi-
culty for bicubic interpolation, as the precision only drops
2.4%, which could attribute to the difference between the
upscale factors for width and height. One noticeable thing
is that the precision of FSRCNN + bicubic interpolation
drops significantly, and in some cases, it is even lower than

TABLE 5. Person re-id performance of four different re-id methods on
three cross-resolution benchmarks (Normalized by Bicubic interpolation),
FSRCNN, ESRGAN, and SRTSR, respectively. The bold font denotes the best
result.

solely using bicubic interpolation, and so does the ESRGAN.
Compared to FSRCNN, ESRGAN + bicubic only provides
minor improvements, which is around 0.4% to 2.5%. By con-
trast, our SRTSR achieve the best result, and almost remains
the same level onVR-Market1501 andVR-Market1501-Hard
datasets, which could indicate ours can achieve ideal perfor-
mance on datasets of which the resolutions are in non-integral
proportion.

V. CONCLUSION
We propose a supplementary super resolution network with
a novel activation function, SA-Swish, to upscale the pedes-
trian images to the same resolution directly.The proposed
light-weight feature learning module is time efficient and
accurate, and for each pair of upscale factors, the proposed
upscale module generates a weight matrix and a new corre-
spondence between LR and SR images. the upscale module
can generate the SR pedestrian images of arbitrary size.

The extensive experiments show that the SA-Swish
achieves better performance than Swish, and our SR mod-
ule performs the best especially on datasets with varies of
resolutions. And the experiments on datasets of different
formats may indicates that the SR methods could show better
performance on png format images than jpg format images.
Similarly, with the help of our SR network, the person re-id
network achieves the best Rank-1/Rank-5 results among the
other SR method-based are-id networks.
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