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ABSTRACT Autonomous air combat technology of unmanned combat air vehicles (UCAVs) is a hot
issue that is currently being studied by various countries, and maneuvering trajectory prediction is an
important part of autonomous air combat research. To address the difficulty of maintaining high prediction
accuracy and short prediction time simultaneously in maneuvering trajectory prediction, this paper proposes
a maneuvering trajectory prediction method that is based on a layered strategy, which combines long-term
maneuvering unit prediction and short-term maneuvering trajectory prediction. In long-term maneuvering
unit prediction, the complex trajectory is divided into 21 types of maneuvering units using the four
characteristics of maneuvering trajectories, and a maneuvering unit library is established. On the basis of
the deep echo state network(DeepESN), to capture multiscale prediction input parameters, autoencoder (AE)
technology is incorporated. In addition, to increase the prediction accuracy, adaptive boosting (Ada) learning
technology is utilized to build a strong predictor, and seven prediction networks are compared. The results
demonstrate that the proposed method realizes the highest prediction accuracy. The single-step prediction
time is about 0.002 s, which meets the time requirement. In short-term maneuvering trajectory prediction, the
long and short-term memory (LSTM) network is analyzed, and the gaussian random walk strategy particle
swarm optimization (GWSPSO) algorithm is used to update the internal weights and biases of the network to
overcome the problems of ‘““‘gradient disappearance” and ‘“‘gradient explosion”, and a data sharing method
is proposed for overcoming the no directionality of optimization algorithms. Compared with four traditional
networks, the results demonstrate the method that is proposed in this paper performs better. Compared with
the sampling time of 0.3 s, the short-term prediction time of 0.05 s can also meet the requirements. Finally, a
long- and short-term layered prediction method is used on a group of complex maneuvering trajectories. The
results demonstrate that the prediction accuracy is significantly increased and the real-time requirements are
satisfied.

INDEX TERMS Ada-AE-DeepESN, GWSPSO-LSTM, layered strategy, trajectory prediction.

I. INTRODUCTION

With the continuous development of artificial intelligence
technology, the intelligence and autonomy of unmanned com-
bat air vehicles (UCAVs), which are represented by the Amer-
ican “loyal wingman”, have been significantly improved, but
the existing degree of intelligence is far from meeting prac-
tical requirements [1]; therefore, the autonomous air combat
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technology of UCAVs is currently a hot issue that is being
studied by various countries, and it has also been a persis-
tent research topic for decades [2]. Maneuvering trajectory
prediction is an important part of autonomous air combat
research. It uses the maneuvering trajectory information of
the past moments, excavates the laws of aircraft movement
through prediction methods and predicts the trajectory of
the future moment [3], [4]. There are high requirements
on the prediction accuracy and prediction time consumption.
The available trajectory prediction methods are divided into
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three main categories: dynamic models, hybrid theory, and
machine learning. All three methods have unique advan-
tages, but none can satisfy the accuracy and time-consuming
requirements simultaneously. All countries in the world have
conducted in-depth research on these three methods.

The prediction methods that are based on dynamic models
can be regarded as physical models, which predict the trajec-
tory based on the force of the aircraft [5]. Reference [6] pro-
poses a motion model parameter identification method based
on the Kalman filter and extended Kalman filter (KF-EKF)
joint algorithm for four-dimensional trajectory prediction.
By identifying the aircraft speed and using the aircraft’s
latitude and longitude coordinates as the observational mea-
surements, the aircraft’s short-term trajectory is predicted,
but the prediction accuracy is low at high speeds. Refer-
ence [7] proposes a nonlinear model prediction method that
is based on the configuration method. Compared with the
traditional linear model, the prediction accuracy is substan-
tially improved, and the real-time performance can satisfy
the requirements. However, the test is only performed under
low-speed conditions, and the error will be magnified in
high-speed flight trajectory prediction. Reference [8] designs
an adaptive interactive multiple model (IMM) based on the
aircraft motion model controlled by aerodynamic parameters
for trajectory prediction, but this method greatly reduces the
prediction accuracy when the target attitude changes drasti-
cally. Reference [9] uses aerodynamic parameters to design a
set of maneuvering modes and realizes trajectory prediction
through Monte Carlo sampling and Bayesian theory. Com-
pared with traditional extrapolation theory, the accuracy is
higher, but a more complete set of maneuvering modes is
required, which is difficult to realize in practical scenarios.
Reference [10] proposes a short-term trajectory prediction
method that is based on a motion model and a long-term
trajectory prediction method that is based on maneuver inten-
tions and constructs a trajectory prediction method using an
interactive multiple model algorithm. According to the above
studies, the kinetic model prediction method realizes better
real-time performance, but it is necessary to establish a more
accurate kinetic model for the target, which is difficult to
realize under practical conditions, thus, this approach leads
to larger prediction errors.

Hybrid theory methods regard the trajectory prediction
problem as a hybrid system estimation problem, and com-
bines multiple methods with filtering theory or Markov the-
ory to perform trajectory prediction. Reference [11] clusters
according to the characteristics of the historical trajectory
and trains a hidden Markov model for each cluster. How-
ever, in the flight trajectory, too many categories are divided
according to characteristics, which renders the real-time pre-
diction performance unsatisfactory. Reference [12] proposes
a gray dynamic filtering method for trajectory prediction.
Compared with the traditional Kalman filter and the orig-
inal gray method, the prediction accuracy is substantially
increased; however, it uses the minimum variance estimate
to replace the actual value, introduces a differential equation,
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and cannot accurately estimate the parameters. Inaccurate
parameters will reduce the prediction accuracy. Reference
[13] proposes a trajectory prediction method that is based on a
hidden Markov model (HMM), which adds adaptive parame-
ters to the hidden Markov process, increases the prediction
efficiency, and can adaptively adjust the trajectory predic-
tion length, but the prediction accuracy must be enhanced.
Reference [14] proposes an improved Gauss-Hermite parti-
cle filter (GHPF) method. It integrates the new observation
number into the system state transition probability, uses the
Gauss-Hermit filter to generate the importance density func-
tion, and uses GHPF to predict the aircraft trajectory, which
requires many observations. The prediction accuracy is lower
when the deviation of observations is large. Reference [15]
designs a trajectory prediction framework under the spark
platform that is based on the second-order hidden Markov
model. Compared with the hidden Markov model and the
kernel smooth variable-order Markov model, the robustness
is higher, but the algorithm must be improved in terms of
prediction accuracy. Reference [16] proposes a prediction
method that uses the HMM to model the movement trend of
the flight based the historical trajectory, and uses the Gaussian
mixture model to predict the aircraft speed vector, but the
prediction error is large in the case of high-speed maneuvers.
The above method shows that the hybrid theory method has
a wide range of applications, but the algorithm complexity
is high, and the prediction accuracy and real-time prediction
performance are not prominent.

Machine learning methods mainly use a deep learning
network to mine historical trajectory information for predic-
tion. Reference [17] proposes an aircraft 4D trajectory pre-
diction model that combines a convolutional neural network
(CNN) and a long short-term memory (LSTM) network. The
prediction accuracy is higher than that of a single model.
However, its main disadvantages are that it can only per-
form short-term predictions, the aircraft trajectory changes
cannot be too drastic, and its application range is limited.
Reference [18] proposes a sequence-to-sequence deep long
short-term memory network (SS-DLSTM) for trajectory pre-
diction, which increases the accuracy and robustness of the
prediction, but it is only applied to the terminal airspace of
aircraft navigation, and the trajectory of the terminal airspace
is relatively smooth. In the case of complex trajectories, the
prediction accuracy will be substantially reduced. Reference
[19] improves the flight dynamics model, sets the yaw rate
threshold, uses CNN convolution kernel sharing, reduces the
storage space and training time, obtains overall information
from local information via aggregation, and extracts hierar-
chical information from the input, but the prediction accuracy
at altitude is low. Reference [20] uses the gated recurrent
unit (GRU) to predict the flight trajectory, selects the optimal
GRU network by comparing the number of network layers
and the number of neurons, and compares it with the BP
network, and the prediction error is reduced. The offline
training process requires excessively high data accuracy and
excessively large data volume. Reference [21] proposes an
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end-to-end convolutional recurrent neural network to predict
the trajectory, which uses an encoder to encode flight infor-
mation into hidden state variables and uses a decoder to learn
the temporal and spatial correlations of historical trajectories.
However, when the trajectory changes drastically, the pre-
diction error is large. The above studies show that machine
learning methods are easy to implement and realize high
accuracy when the data are sufficient, but the training process
requires an excessive amount of data and the data dependence
is too strong.

To overcome the disadvantages of machine learning meth-
ods and solve the problems of low prediction accuracy and
long prediction time under complex maneuvering trajecto-
ries, we have made the following original contributions in this
article:

1. This paper proposes a maneuvering trajectory prediction
method that is based on a layered strategy that combines long-
term maneuvering unit prediction with short-term maneuver-
ing trajectory prediction.

2. It establishes a library of maneuver units and pro-
poses a long-term mobile unit prediction method, namely,
Adaptive boosting-Autoencoder-Deep Echo State Network
(Ada-AE-DeepESN). Compared with seven prediction net-
works, the results demonstrate that the proposed method
realizes the highest prediction accuracy and satisfies the real-
time performance requirement.

3. It proposes a gaussian walking strategy particle
swarm optimization algorithm-long short-term memory
(GWSPSO-LSTM) network for online short-term maneuver-
ing trajectory prediction. It overcomes the data dependence of
network offline training and avoids the ‘““gradient explosion”
and “gradient disappearance” problems of network update.
Compared with the four prediction networks, the results
demonstrate that the proposed method realizes the highest
prediction accuracy and that the time consumption satisfies
the requirement.

4. The long- and short-term layered prediction method is
used on a group of complex maneuvering trajectories, and
the results demonstrate that the prediction accuracy is signif-
icantly increased and the real-time performance satisfies the
requirements.

The remainder of this paper is organized as follows:
Section II introduces a maneuvering trajectory prediction
method that is based on the layered strategy. Section III
establishes a long-term maneuver unit library, proposes
a long-term mobile unit prediction method that is based
on Ada-AE-DeepESN, and conducts simulation verifica-
tion and analysis. Section IV proposes a short-term maneu-
vering trajectory prediction method that is based on the
GWSPSO-LSTM and conducts simulation verification of
the timeliness and accuracy. Section V presents the exper-
imental simulation and result analysis of the combined
prediction in the long and short terms. Section VI sum-
marizes the conclusions and discusses future research
plans.
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Il. MANEUVERING TRAJECTORY PREDICTION METHOD
BASED ON LAYERED STRATEGY

The maneuvering trajectory prediction problem is divided
into two layers: the long-term prediction problem is a maneu-
vering unit prediction problem with temporal significance.
The short-term prediction problem is a multi-ime series pre-
diction problem. The theoretical support of short-term pre-
diction is that due to the limitation of UCAV maneuverability,
there will be no sudden changes in the movement trend within
a short-term, so it can be predicted based on its historical
moment inertia, but when the maneuvering unit changes, it
means that the movement trend has changed, at this moment,
the short-term prediction is no longer applicable. Hence,
this method selects the maneuver trajectory prediction model
through long-term maneuver unit prediction. When the long-
term maneuvering unit does not change, the trajectory change
is relatively stable, and the short-term prediction model is
adopted. When the long-term maneuvering unit changes, it
shows that the trajectory is at the junction of the maneuver-
ing unit, the change is drastic, and the short-term trajectory
prediction model is no longer applicable; hence the long-term
maneuvering unit is used for prediction. Information on the
maneuvering trajectory prediction method that is based on the
layered strategy is presented in Table 1.

TABLE 1. Information on the maneuvering trajectory prediction method
that is based on the layered strategy.

Name Maneuvering trajectory prediction based on the layered
strategy
Lo On the basis of maintaining real-time trajectory prediction,
Objective ) . S
increasing the prediction accuracy
Lo Enriching the research content of autonomous drone air
Significance
combat
The long-term maneuvering unit is used to predict whether
the enemy’s trajectory changes drastically; If so, the long-
Method term maneuvering unit prediction method is used,
otherwise, the short-term trajectory prediction method is
used.
Trajchqry Obtain accurate trajectory information of enemy aircraft
acquisition . . .
method based on drone airborne radar or satellite data link

According to the above analysis, long-term maneuver-
ing unit prediction and short-term trajectory prediction are
fused through a layered strategy. The process is illustrated in
Figure 1, and the steps are as follows:

Step 1: Use trajectory features to classify and construct a
long term mobile unit library;

Step 2: Construct the long-term prediction layer and the
short-term prediction layer;

Step 3: Obtain track information of the historical moment,
extract characteristic parameters of the historical track, and
identify maneuvering units of the past moment;

Step 4: Use the current trajectory information and the
current maneuvering unit to obtain the maneuvering unit at
the future time through the long-term prediction layer;

Step 5: Determine whether the maneuvering unit at the
previous moment is the same as the maneuvering unit at
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FIGURE 1. Flow chart of maneuver prediction based on layered strategy.

the future moment. If it is the same, the short term domain
prediction model is adopted. Otherwise, the long term domain
maneuvering unit prediction model is adopted;

Step 6: Calculate the trajectory state information and out-
put the predicted trajectory of the target machine.

lll. LONG TERM MANEUVERING UNIT PREDICTION

A. LONG TERM MANEUVER UNIT LIBRARY

Maneuvering trajectories can be divided into horizontal plane
maneuvers, vertical plane maneuvers and space combined
maneuvers [22]. To define the characteristics of the maneu-
vering trajectory, a three-degree-of-freedom model of UCAV
kinematics is established, as illustrated in Figure 2.

X; = v; cos 0; cos Y,
V¢ = v; c0s 0; sin Y, €))]
Z[ = V¢ sin 9[

—

P -
Fuselage axis

Horizon

o

FIGURE 2. Schematic diagram of the UCAV three-degree-of-freedom
model.
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Av; = g (ny — sin6;)
AO; = LS (nz cos ¢ — cos 6;)
v

' .
_ gnysingy
V¢ COS 6;

@
Ay,

where, (x;, y;, z;) represents the position information in the
UCAV inertial coordinate system; Av,, A6, and A, repre-
sent the rates of change of the speed, track inclination angle
and track deflection angle; g is the acceleration due to gravity;
ny and ny are the tangential overload and normal overload,
¢, is the velocity of the roll angular; [x;, yr, z;, vy, 6, w,]T
and [ny, ny, ¢,]T are the state variables and control variables,
respectively.

In the horizontal plane, according to the track deflection
angle and the change rate of the track deflection angle, the
maneuvering trajectory can be divided into level flight, right
turn and left turn. If the change rate of the track deflection
angle Ay is positive, the aircraft is turning left; otherwise,
the aircraft is turning right. If track deflection angle
reaches 90° or -90° and the track deflection angle change
rate is always the same sign, the maneuvering trajectory is
considered to be a complete left- or right-turn maneuver, and
the track deflection angle returns to zero. In direct flight,
the current track deflection angle remains unchanged, and its
change rate is zero. The three maneuvering trajectory units
in the horizontal plane are labelled as EO1, EO8 and E15 in
Figure 3.

In the vertical plane, according to the track inclination
angle and the change rate of the track inclination angle,
the maneuvers can be divided into climbing and diving.
Climbing maneuvers with increased height, such as half
jack reversal maneuvers, can be composed of two track seg-
ments. First, the track inclination angle changes from 0° to
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FIGURE 3. Schematic diagram of the maneuvering trajectory unit.

90°, the normal acceleration is upward, and the trajectory
shape is a concave upward climb shape. Second, the track
inclination angle changes from 90° to 0°, the normal over-
load is lower, and the flight trajectory is a convex upward
climb shape. The difference between these two shapes is
mainly caused by the difference in the roll angle of the
aircraft by 180°, while the attitude and overload of the tar-
get aircraft are not measured by the UCAV sensor. There-
fore, the change rate of the flight track inclination angle
is used to distinguish the trajectory shape in the vertical
plane. At the same time, the inclination angle is used to
distinguish between climbing and diving, and it returns to
zero when the inclination angle reaches 90° or -90°. The
maneuvering trajectory unit in the vertical plane is divided
into 6 modes (concave up flight, fly diagonally upward,
convex up flight, convex down flight, fly diagonally down,
and concave down flight), which are labelled in Figure 3(a)
as E02-E07.

In space, a space maneuver can be decomposed into a
maneuver in the horizontal plane and a maneuver in the ver-
tical plane. According to the classification in the horizontal
plane, the space maneuvering trajectory unit is divided into
two categories: the space left turning maneuver and the space
right turning maneuver; According to the classification in the
vertical plane, the space left turning maneuver is divided into
turn left and concave up flight, turn left and fly straight up,
turn left and convex up flight, turn left and convex down
flight, turn left and fly straight down, turn left and concave
down flight. Space right turn is similar to space left turn.
The space left turn maneuvering trajectory unit is labelled as
E09-E14 in Figure 3(b). Similar to the left turn, the space
right turn maneuvering trajectory unit is divided into turn
right and concave up flight, turn right and fly straight up, turn
right and convex up flight, turn right and convex down flight,
turn right and fly straight down, turn right and concave down
flight (except for a horizontal right turn), which are labelled
as E16-E21 in Figure 3(c).

Based on the above analysis, the track inclination angle 6,
track inclination angle change rate A@, track deflection angle
¥ and track deflection angle change rate Ay are selected as
the identification characteristic parameters of the maneuver-
ing unit, and the maneuvering unit table is established, which
is presented as Table 2 .
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B. ADAPTIVE BOOSTING-AUTOENCODER-DEEP ECHO
STATE NETWORK

To solve the problem of long-term maneuvering unit predic-
tion, an Ada-AE-DeepESN is proposed.

The echo state network (ESN) is a recurrent neural network
[23], [24] that uses the “reserve pool”” method to construct
the hidden layer of the network, and it is usually used for
time series prediction [25]. The ESN is composed mainly of
an input layer, storage layer, and output layer. The structure
is shown in Figure 4. The connection weight anx" from the
input layer to the storage layer does not need to be trained,
and will not change after random initialization. The input of
the storage layer comes from the input layer and the output
of the previous state of the storage layer. The state feedback
weight W"™*" is initialized randomly and does not require
training. The weights W1." from the storage layer to the
output layer need to be trained. Typically, ridge regression
is used for training [26], which is expressed as follows:

-1
Wou = YlangHT (HHT + )\rl) (3)

Y jong is the output of the training samples, H is the state of the
storage layer, and A, represents the regularization coefficient.
The storage layer status H is expressed as follows:

H (1) = tanh (Winxlang () + WH (¢t — ])) 4)

X ong (t) represents the input variable at time t, and tanh
represents the hyperbolic tangent activation function.

w
Xong 8 [’Vin Wout 8 Ylong
O . 0
Input Layer Storage Layer Output Layer

FIGURE 4. Echo state neural network.

The ESN algorithm process includes two stages of weight
parameter initialization and training. The ESN network con-
tains a relatively large number of neurons, the connec-
tion weights between the neurons in the storage layer are
randomly generated, and the connections are sparse. The
hyperparameters of ESN strongly influence the prediction
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TABLE 2. Maneuvering trajectory unit table.

Number Maneuvering Track Change rate of Track Change rate of
trajectory unit inclination the track deflection the track deflection
angle inclination angle angle angle
0 AO 4 Ay
E, Level flight ~0 ~0 Constant ~0
E, Concave up flight (0,90) >0 Constant ~0
E, Fly diagonally >0 ~0 Constant ~0
upward
E, Convex up flight (90,0) <0 Constant ~0
E, Concave down flight (0,-90) <0 Constant ~0
E, Fly diagonally down <0 ~0 Constant ~0
E, Convex down flight (-90,0) >0 Constant ~0
E Turn left and fly ~ ~0 / >0
08 .
horizontally
E, Turn left and concave (0,90) >0 / >0
up flight
E, Turn left and fly >0 ~ / >0
straight up
E, Turn left and convex (90,0) <0 / >0
up flight
E, Turn left and convex (0,-90) <0 / >0
down flight
E, Turn left and fly <0 ~0 / >0
straight down
E Turn left and concave (-90,0) >0 / >0
y down flight
E Turn right and fly ~ ~0 / <0
° horizontally
E, Turn right and (0,90) >0 / <0
concave up flight
E, Turn right and fly >0 ~ / <0
straight up
E, Turn right and convex (90,0) <0 / <0
up flight
E, Turn right and convex (0,-90) <0 / <0
down flight
E Turn right and fly <0 ~ / <0
20 .
straight down
E, Turn right and (-90,0) >0 / <0
concave down flight
(a,b) represents the process of change from a to b.
/" denotes no requirement.
performance, hence it is highly important to adjust the hyper- network is expressed as follows:
parameters. The ESN hyperparameters include the storage y b
layer size N,, spectral radius SR, input scale factor IS, and H ,(,, 1) = Wgn)X 5,,’ O +WOHD 1 —1) (5)

storage layer sparsity SD.

To capture the multiscale predictive input parameters, in
combination with the autoencoder, AE-DeepESN is pro-
posed. AE-DeepESN is based on the ESN network and
increases the number of storage layers through the mapping
of the autoencoder [27]. In the AE-DeepESN network struc-
ture, the echo state of the previous storage layer is reduced
to low dimensionality through autoencoder, and input into
the next storage layer, so as to loop to the last layer, sort all
the echo states, and output the final result through the output
layer. The AE-DeepESN network structure is illustrated in
Figure 5. The mathematical model of the deep echo state
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Xlong ®,l=1

)
X)) = N
" fone WEDHED 1)) 1> 1

(6)
HO @) = (1=5DP)HY (¢ = 1) + D anh (H}) (1))
@)

0] . .
H, ' (t) represents the weighted input ldata of the storage
pool of the / — th layer at time ¢, Wl(n) is the connection
weight of the input to the storage pool of the / — th layer,

0) . .
X, (¢) represents the input of the [ — th layer at time 7,
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FIGURE 5. Deep echo state network that is based on an autoencoder.

WO represents the state feedback of the | — th storage
pool weight, H D@ -1 represents the storage pool state
of the | — th layer at time ¢ — 1, Wgn;l) represents the
autoencoder projection weight of the (I — 1) — th layer
at time 7, fene () represents the activation function of the
autoencoder, Xy, (¢) represents the input variable at time
t, HO (1) represents the state value of the storage pool of
the first layer at time 7, and SD) is the sparsity degree of
the storage pool of the / — th layer. H (¢) is the vector that is
formed by the states of all storage pools, which is expressed as
[HD ), H® (1), --- ,HD (1)]; g () is the activation func-
tion of the output layer; and Y o, (¢) is the output result at
time t.

The training process of the AE-DeepESN neural network
includes initializing the network, obtaining storage state val-
ues, and training output weights.

To improve the prediction accuracy, use adaptive boost-
ing learning technology (Ada) [28]-[31] to build an exter-
nal framework, use the AE-DeepESN as a weak predictor,
and build an Ada-AE-DeepESN. The structure is shown in
Figure 6. The weak predictor is a sub-prediction system in
the Ada-AE-DeepESN.

xS T —

FIGURE 6. structure diagram of Ada-AE-DeepESN.

Consider a training sample set P = {(Xiong,i»
Ylong,i)}?zl , where X j,,g ; is the i-th long-term sequence sam-
ple input, Y ,g,; is the i-th supervision signal, and m; is the
number of samples. Suppose the base prediction algorithm is
AE-DeepESN, which is denoted as far —peepesy (-), and the
number of weak predictors is 7. The algorithm is described
as follows:
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Teacher

'

HY
Autoencoder2 Autoencoder  Storage Output
-1 pool / layer

Step 1: Initialize the weight distribution of time series sam-

ples D1 = (w1,1, 1,2, -+, ®1,m), and calculate the weight
of each sample as follows:
I,
wi=—,i=12--,my 9
mg
Step 2: For the number of iterations t = 1,2, --- , T, use the

training samples of the trainer with the current distribution D,
to train the weak predictor i, = fAg_peepESN (Pl,,ng, D,);

Step 3: Calculate the prediction error rate of the weak
predictor /4; on the training sample set:

mg
g =) we (10)
i=1
2
e = (Ylong,i - htz(Xlang,i)) (11)
Et

E; = max |Ylgng,i —hy (Xlong,i)

7i=1127"'»ms (12)

e;; represents the relative square error of the i-th sample on
the #-th weak predictor, and E; is the maximum error of the
t-th samples.

Step 4: Calculate the weight coefficient a; of the weak
predictor A;:

&y

(13)

ar =
1-8;

Step 5: Update the sample distribution D, of the training
set until the number of iterations reaches the maximum value.

O = o — (14)

Step 6: Linearly combine 7" weak predictors to obtain the
final strong predictor:

T
1
fAE—DeepESN (Xlong) = E <1H a_> G(Xlang) (15)
=1 !

where G (X long) is the median of all a,h; (X l(mg).
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FIGURE 7. Flow chart of long-term maneuvering unit prediction.

C. LONG TERM MANEUVERING UNIT PREDICTION
METHOD

Combining the Ada and the AE-DeepESN, a maneuvering
unit prediction method based on the Ada-AE-DeepESN is
proposed. The current track inclination angle 6, change rate
of the track inclination angle A, track deflection angle ¥,
change rate of the track deflection angle A and historical
maneuvering trajectory unit number L, are the input of the
prediction model, the maneuvering trajectory unit number at
the future time is the output. The maneuvering unit prediction
model that is based on Ada-AE-DeepESN is illustrated in
Figure 7. The steps are as follows:

Step 1: Obtain training samples. Use the UCAV kinematics
model to obtain trajectory data, and extract the trajectory
track inclination angle 6, change rate of the track inclination
angle A#, track deflection angle v, change rate of the track
deflection angle Ay and historical maneuvering trajectory
unit number L, as the input X ;¢ of the training sample set.
The maneuvering trajectory unit number L —fizre at the future
time is the output ¥ ,,, of the training sample set. Construct
the training sample set { (Xiong. ¥ iong) }-

Step 2: Initialize the Ada parameters. Initialize the
weak predictor AE-DeepESN, and set the number of weak
predictors;

Step 3: Initialize the distribution weight D of the training
sample;

Step 4: Train the weak predictor AE-DeepESN. First ini-
tialize the weak predictor parameters, input them into the
storage pool in turn, and input them into the storage pool
again after dimensionality reduction by the autoencoder. Use
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all the storage pool states and supervision signals to train the
connection weights of the output layer;

Step 5: Calculate the weight coefficient a,, and update the
sample distribution D, 1. Determine whether the iteration
is over. If it is over, output the Ada-AE-DeepESN predic-
tion result in weight, otherwise, continue to train the weak
predictor;

D. LONG-TERM MANEUVERING UNIT PREDICTION
SIMULATION

To evaluate the performance of the Ada-AE-DeepESN pre-
diction method in solving the long-term maneuvering unit
prediction problem, first, the UCAV flight trajectory data
are used to obtain the input sequence step size, prediction
step size, number of weak predictors, storage layers, storage
pool size N,, spectral radius SR, input scale factor IS, and
storage pool sparsity SD of Ada-AE-DeepESN. Second, the
training set is used to train the long-term maneuver meta-
prediction layer Ada-AE-DeepESN network. Finally, the test
set is used to evaluate the performance of Ada-AE-DeepESN.
To evaluate the performance of the proposed integrated net-
work, Ada-AE-DeepESN is compared with Support Vector
Machines (SVR), Back Propagation (BP), and Group Method
of Data Handing (GMDH). In addition, to evaluate the
impact of the improved part of Ada-AE-DeepESN, the pro-
posed algorithm is compared with ESN [32], DeepESN [33],
AE-DeepESN [34] and Ada-DeepESN. The parameter set-
tings of the comparison algorithms are presented in Table 3.
The trajectory data mainly originate from the UCAV kinemat-
ics model. The number of training samples is 2075, and the
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TABLE 3. Parameter settings of the tactical maneuver element prediction method.

Algorithm Parameter Settings
SVR C=1000, radial basis kernel function, 6=0.5, tol=1e-3
BP Number of hidden layer nodes 20, epochs=100, 1r=0.1
GMDH The maximum number of layers is 3, The maximum numbers of neurons in each layer is 5
ESN The Nr, SR, IS, and SD settings are the same as for Ada-AE-DeepESN
DeepESN The parameter settings are the same as for the Ada-AE-DeepESN part
DeepESN-AE The parameter settings are the same as for the Ada-AE-DeepESN part

DeepESN-Ada
DeepESN-AE-Ada

The parameter settings are the same as for the Ada-AE-DeepESN part
The parameters are obtained via experimental analysis

number of test samples is 207. The experimental simulation
environment is Windows 10, the CPU is 2.80 GHz, the mem-
ory is 8 GB, and the programming language is MATLAB.
Each simulation experiment is run 20 times, and the predic-
tion results of the 20 runs are recorded.

According to the experimental analysis of
Ada-AE-DeepESN parameters in the appendix B, the
maneuvering unit prediction model selects an input step
size of n=15 and an output step size of m = 3.
The Ada-AE-DeepESN network selects 10 weak predictors,
the storage pool is 2 layers, the storage pool size N, is 150, the
hidden layer dimension of the autoencoder is 50, the spectral
radius SR is 0.9, and the input scale factor IS is 0.8. The
sparseness of the storage pool SD is 0.3. The test set of the
simulation experiment is extracted by simulating 30 types of
close-range air combat using the UCAV dynamic model. The
mean absolute error (MAE), root mean square error (RMSE),
mean absolute percentage error (MAPE) and prediction time
(test time) are used as evaluation indices of the predictive
performance.

Figure 8 presents the test sample prediction results of the
comparison algorithm. According to Figure 8(a), compared
with other algorithms, the overall trend of the prediction
results of the Ada-AE-DeepESN is similar to the overall trend
of the real maneuvering unit. As shown in Figure 8(b), the
prediction results of ESN and its improved algorithm are sim-
ilar to the real maneuvering unit trajectory, but the prediction
results of Ada-AE-DeepESN are the closest. Table 4 presents
the prediction performance results of the comparison algo-
rithm. According to Table 4, the MAE, RMSE, and MAPE
of Ada-AE-DeepESN are the best, and the average test time
is 0.4047 seconds. Based on the variances of MAE, RMSE,
MAPE and time, SVR performs the best; the prediction time
of ESN is the shortest. As there are more weak predictors, the
prediction time of Ada-AE-DeepESN is increased, but it real-
izes real-time prediction (0.4047+207~0.002 s). Moreover,
according to the three error indicators, Ada-AE-DeepESN
realizes the smallest prediction error.

IV. SHORT-TERM MANEUVERING TRAJECTORY
PREDICTION

Short-term maneuvering trajectory prediction uses historical
maneuvering trajectory position information to mine maneu-
ver flight rules, which are used to predict the maneuvering
trajectory position in the future. The GWSPSO-LSTM net-
work is proposed for predicting maneuvering trajectories.
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FIGURE 8. Test sample prediction results of the maneuvering trajectory
unit prediction algorithm.

A. LSTM NETWORK

The network is divided mainly into feedforward networks
and feedback networks [35]. The feedforward neural network
only depends on the current input for each output, and cannot
consider the interactions between inputs at various times.
Therefore, when dealing with timing issues, feedback net-
works are typically used. A recurrent neural network (RNN)
is a type of feedback network that specializes in processing
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TABLE 4. Comparison of algorithm performance indicators.

Prediction algorithm MAE‘ RMSE MAPI.:‘ T1me/§
Mean/Variance Mean/Variance Mean/Variance ~ Mean/Variance
SVR 3.4191/1.78e-15  5.0010/0.00e+00  0.0033/8.67e-19  0.0740/2.19¢-03
BP 1.9667/7.41e-02  2.9584/8.17e-02  0.0016/4.14e-05  0.0335/2.32¢-02
GMDH 3.8244/1.50e-01  4.5678/2.11e-01  0.0019/7.84e-05  0.0068/7.66e-03
ESN 2.5752/1.45¢-01  3.4483/1.82e-01  0.0018/5.44e-05  0.0080/4.07¢-03
DeepESN 2.9984/1.19e-01  3.9545/1.14e-01  0.0028/1.92e-04  0.0233/5.91e-03
AE-DeepESN 2.2715/1.02-01 3.0954/1.33e-01  0.0017/4.95e-05  0.0406/1.02¢e-02
Ada-DeepESN 2.3062/4.35¢-02  3.2393/3.50e-02  0.0018/6.01e-05  0.1729/2.50e-02

Ada-AE-DeepESN

1.8962/3.21e-02

2.7646/4.20e-02

0.0015/1.40e-05

0.4047/8.90e-02

time series data samples. The RNN network includes not only
the traditional input to the hidden layer to the output process
but also the hidden layer to the hidden layer transfer process.
The structure is illustrated in Figure 9. The output of the
hidden layer not only depends on the input but is also related
to the output of the hidden layer at the previous moment. This
is why the RNN network can associate the inputs at different
times in the same sequence. Theoretically, if the data have
long-interval dependence or the dependence range changes
over time, the RNN can better solve the problem, but in the
actual process, due to the long flow of data information, the
amount of calculation will explode, and it is difficult to learn
the long-term dependency [36]. To overcome this, the long
short-term memory network, which is a variant of RNN, has
been proposed, and this network is also adopted in this paper.

@ @
A

Hidden Unfold ' —gqen Hidden
layer layer layer

@

FIGURE 9. RNN structure diagram.

Compared with RNN, the long-and short-term memory
network adds three gating systems: an input gate, a forget
gate and an output gate [37]-[39]. The specific network unit
is illustrated in Figure 10. C_ is the state of the previous
unit, he_1 is the output of the previous unit, X; is the input of
the network unit at the current moment, C; and /; are the state
and output of the current network unit.

The LSTM network mainly transfers information through
the status of the unit. From the calculation process, Ci_ is
multiplied by the output of the forget gate and summed with
the output of the input gate. The essence is to update the infor-
mation at the previous moment, and then merge it with the
information at the current moment, in this way to remember
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the information for a long time. To simplify the data, a forget
gate is added, h;_; and X; are spliced into a single vector, and
the data are normalized to between 0-1 through the sigmoid
activation function, where 1 is “completely reserved” and 0
is “‘completely discarded’. This can effectively filter the data
and avoid useless calculations. The calculation formula for
the forget gate is:

Fr = oWt - [hi—1, X;] + by) (16)

(o represents the sigmoid activation function)

The input gate determines the input information of the
current unit, and the tanh function represents the current
information. At the same time, the sigmoid function is used to
determine which information is useful and which is useless,
and its output is multiplied by the tanh function output, and
input into the current unit state. The formula is:

it = o (Wi - [hi—1, X1+ bj) - tanh(We - [h—1, X;] + be) (17)

(tanh represents the tanh function)

The output gate determines the output of the current unit.
The current unit state C; is represented by the tanh function,
h(_; and X; are activated by the sigmoid function. The two
quantities are multiplied, and the result is the current unit
output. The calculation formula is:

Oy =o(Ws - [hi—1, Xi ]+ by) (18)
h; = O; - tanh(Cy) (19)

The LSTM network solves the problem of long-term
dependence through the control of three gates; therefore,
this network is used for trajectory prediction. In the [33],
it has been posited that independent prediction of three-
dimensional coordinates is more accurate than the overall
prediction; hence, the coordinates on the X-, Y-, and Z-axes
are separately used as the input of the LSTM network.

The disadvantage of offline training LSTM network is that
it is very dependent on data, it requires a lot of data under
different working conditions for training. Once the amount
of data does not meet the demand, or there is a large amount
of data in a single case, it will cause very large prediction
deviations. This is a big problem that will inevitably occur in
offline training. To overcome this problem, an online train-
ing method is proposed, which uses small sample real-time
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data for online prediction. When using the three-degree-of-

freedom model to simulate the trajectory, the data are sampled

at an interval of 0.3 s and are sampled nine times as a group.

A5 x 5 sliding module matrix is constructed from the first

nine samples, which is used to predict the tenth sample data.
Sliding module input matrix:

€] e e3 é4 és
e) e3 e4 es eq
e3 e4 e5 e e (20)
e4 es eg e7 eg
es eq e7 eg ey

Einput =

Sliding output correction module matrix:
T
Eoutput = [66 €7 eg 39] (21)

In the online test of the LSTM network, the first four rows
of the input matrix establish real-time corrections, and the
internal weights and biases are adjusted timely. The number
of network input nodes is 5, and the number of output nodes
is 1, it is a double hidden layer structure, and the number of
hidden layer nodes is 5.

B. GWSPSO OPTIMIZATION OF THE INTERNAL WEIGHTS
AND BIASES

The LSTM network does not completely solve the problems
of “gradient disappearance’ and ‘“‘gradient explosion” of the
network through the three gating systems. The main reason
is that the internal weight update adopts the traditional Back
Propagation Through Time (BPTT) algorithm [40], which
continuously chains differentiation and multiplication. To
avoid this phenomenon, a heuristic optimization algorithm
is used to transform the weight update into an optimization

32331



IEEE Access

L. Xie et al.: Long and Short Term Maneuver Trajectory Prediction of UCAV Based on Deep Learning

“ N

UCAV maneuver trajectory

Initialize GWSPSO and
8 LSTM network
parameters

v

i Call the i-th optimal Calculate the LSTM
= )’3 i | value as the initial value P hetwork error as a fitness <————————
py j of GWSPSO function
) i y
. 4 |
-
4L NO /Locul YES

X axis historical track coordinates

Y-axis historical track coordinates

Z axis historical track coordinates
Build a sliding input matrix

The number of
predictions is the i-th

// - \
il T 3
< =] ‘(>&
g = e
“\\r,/’ NO

R

l <Qﬁmﬂ l

‘ Gaussian wa.ﬂk out of
local optimum

MefN NO
termination )—
ccmdmons

Update particle
position

( Output predicted position -,\‘
L information 4

FIGURE 12. Flow chart of short-term maneuvering trajectory prediction.

problem. A variety of heuristic algorithms are used to opti-
mize the LSTM network, and the most suitable algorithm
is selected. It can be seen from Figure 11.a that the initial
convergence speed of the Particle Swarm Optimization (PSO)
algorithm is faster. From Figure 11.b, it can be seen that the
PSO algorithm has the lowest error and the highest accuracy.
Therefore, the PSO algorithm is most suitable for adjusting
the internal weights and biases of the LSTM network.

When a nondirectional optimization algorithm is used, the
update time will inevitably increase compared with that of the
gradient descent method. Hence, data sharing is adopted. In
the prediction process after the second time, the initial popu-
lation setting of the PSO algorithm becomes the optimal pop-
ulation that was calculated at the last time, which significantly
reduces the search time at the beginning of the algorithm. In
the iterative optimization process of the algorithm, the LSTM
network error is used as the fitness function. If there is no
change in three consecutive iterations, the algorithm search
is determined to be stagnant, and the Gaussian random walk
strategy (GWS) [41] is used to break the local limitation. The
GWS model is as follows:

X(t+ 1) = Gaussian(X(¢), o1)
o1 = cos( - t/(2 - tmax)) - (X;

(22)

- X7(1)  (23)

X (1) is the dominant individual in the population, the cosine
function cos(r - t/(2 - tmax)) is introduced, and the Gaussian
walk step length is adjusted, which is inversely proportional
to the number of iterations. The disturbance is large in the
early stage and reduced in the later stage, which balances the
global search and local search capabilities.
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C. SHORT-TERM MANEUVERING TRAJECTORY
PREDICTION METHOD

Combining the GWSPSO algorithm and LSTM network,
a short-term trajectory prediction method that is based
on the GWSPSO-LSTM network is proposed. The pre-
diction model takes the historical trajectory position as
input and outputs the future trajectory position. The pre-
diction model is illustrated in Figure 12. The steps are as
follows:

Step 1: Obtain historical flight trajectories. Decompose
historical flight trajectory into the x-axis, y-axis and z-axis
to construct a sliding input matrix;

Step 2: Determine the number of predictions. When testing
for the first time, initialize the GWSPSO and LSTM network
parameters. When the number of predictions exceeds 1, the
optimal value of the last optimization is called the initial
parameter of GWSPSO;
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Step 3: Use the LSTM network error as the fitness function
to calculate the fitness value;

Step 4: Determine whether the network is falling into
a local optimum. When falling into a local optimum, the
Gaussian walking strategy is used to attempt to escape. If not
falling into a local optimum, the traditional method is used to
update the particle position and velocity;

Step 5: Determine whether the termination conditions are
satisfied. Output the predicted position information if they are
satisfied, and return to step 3 if they are not satisfied.

D. SHORT-TERM TRAJECTORY PREDICTION SIMULATION
To evaluate the performance of the proposed short-term
prediction model, a relatively complex flight trajectory is
selected, and the prediction results are compared with those
traditional Adaboost-BP, CNN, RNN and LSTM networks in
terms of real-time performance and accuracy.

Due to the diversity of maneuvering trajectory changes,
offline prediction by all networks requires substantial amount
of data for training, and accuracy cannot be guaranteed.
Therefore, the online prediction method of the sliding input
module is adopted, and a single-step prediction time compar-
ison is performed on this basis.

According to Figure 13, the single-step time differences of
all network online predictions are not very large, and they are
all below 0.12 s. The time consumption of GWSPSO-LSTM
is approximately 0.05 s, which can provide timely predictive
information relative to the sampling interval of 0.3 s, with
higher real-time performance.

A three-degree-of-freedom model is used to randomly
generate a group of maneuvering trajectories, sample 300
times, and make a prediction for every 10 groups, a total of
30 cycles are predicted. To increase the prediction accuracy,
three-dimensional coordinate independent prediction is used
to compare errors with those of other prediction methods.
According to Figure 14, the errors of the GWSPSO-LSTM
network on the three axes are the smallest; hence, its trajec-
tory is the most suitable prediction of the actual trajectory.
The prediction results of the X-axis and Y-axis are more
accurate: the average X-axis error is 6.7 m, and the average
Y-axis error is 7.2 m. Because the maneuvering on the Z-axis
changes drastically, resulting in multiple changes of flight
trends, which also produces a large error, the maximum error
is 28.5 m, and the average Z-axis error is 14.9 m. Compared
with the traditional deep learning network offline training and
prediction, the accuracy has been significantly increased.

The 3D trajectory view clearly shows that the trajectory
predicted by the GWSPSO-LSTM network does not have
many sudden changes, but the trajectories that are drawn by
the traditional CNN, RNN and LSTM network prediction
points have many sudden changes, which are not in line
with the true trajectory. The predicted points of the CNN
and the LSTM are closer to the true trajectory, but the tra-
jectory that is predicted by the GWSPSO-LSTM network
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FIGURE 16. UCAV maneuvering view in the horizontal plane.

is closest to the true trajectory. In most cases, the predicted
and true trajectories coincide, and only a small subset of the
prediction points have deviations, which are small, hence, the
GWSPSO-LSTM network outperforms the other networks in
terms of accuracy.

V. LONG-AND SHORT-TERM COMBINED PREDICTION
SIMULATION
The hybrid prediction method that is based on the com-
bination of long-and short-term domains is a new method
for UCAV maneuvering trajectory prediction. To further
evaluate the performance and robustness of the long and
short-term maneuvering trajectory prediction method, the
Ada-AE-DeepESN long term prediction model is combined
with the GWSPSO-LSTM short-term prediction model, and
the UCAV kinematics model is used to randomly generate a
set of maneuvering trajectories for prediction.

When the long-term predicted maneuver unit is different
from the previous one, the long-term predicted angle and the
short-term predicted speed are used to calculate the position
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information. The calculation formula is as follows:

Xfuture = Xnow + Vfuture COS 0. cos P, (24)
Yfuture = Ynow =+ Vfuture COS O sin Y, (25)
Zfuture = Znow + Vuture sin 0, (26)

Among them, Xfure, Yfuture> Zfurure are predicted coordinates;
Xnows Ynow» Znow are current coordinates; Ve, e, We are
predicted speed, track inclination angle and track deflection
angle.

Figure 15(b) shows the maneuvering trajectory unit that
is predicted by Ada-AE-DeepESN, which is consistent with
Figure 15(a). Figure 15(c) shows that the error of the track
deflection angle Ay, does not exceed 5°, the error of the
track inclination angle 6, does not exceed 10°, the error of
the altitude change rate Az, does not exceed 1 m, and the
error of the speed change rate Av, does not exceed 1 m/s.
Figure 15(d) shows that the average error of the X-axis does
not exceed 4 m, the average error of the Y-axis does not
exceed 4 m, and the average error of the Z-axis does not
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exceed 5 m. Compared with the short-term domain maneuver-
ing trajectory prediction method alone, the position accuracy
is significantly increased.

VI. CONCLUSION AND FUTURE DEVELOPMENT

For UCAV maneuvering trajectory prediction, a long-and
short-term maneuvering trajectory prediction method that is
based on a layered strategy is proposed. This method divides
the trajectory prediction problem into two parts: maneuver-
ing unit prediction and maneuvering trajectory prediction.
Through multiple sets of simulation experiments, the follow-
ing conclusions are obtained:

1) The trajectory is divided into 21 basic maneuver-
ing units according to the track inclination angle, the
change rate of the track inclination angle, the track
deflection angle and the change rate of the track deflec-
tion angle, which can fully demonstrate the change
characteristics of the maneuvering trajectory.

2) The Ada-AE-DeepESN outperforms SVR, BP, GMDH,
ESN, DeepESN, AE-DeepESN and Ada-DeepESN
in terms of the prediction accuracy of the long-term
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FIGURE 19. Influence of the number of weak predictors on the prediction
performance of Ada-AE-DeepESN.

maneuvering unit, and the prediction time consumption
can also satisfy the requirements.

3) The short-term maneuvering trajectory online predic-
tion method that is based on the GWSPSO-LSTM
network can avoid the data dependence of the offline
training of the traditional deep learning method, and
the prediction accuracy is higher than the Adaboost-BP,
CNN, RNN and LSTM networks. Compared with the
0.3 s sampling interval, the 0.05 s prediction time can
also satisfy the requirements.

4) Compared with short-term maneuvering trajectory pre-
diction, the hybrid prediction method of long-and
short-term combination realizes substantial improve-
ment in the accuracy of prediction.

Future studies should establish a more complete maneuver-
ing trajectory unit library, increase the prediction accuracy,
and combine trajectory prediction with maneuver decision-
making.

APPENDIX A

LONG TERM MANEUVER UNIT
Fig.16

Fig.17
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FIGURE 20. Impact of storage pool layers on the prediction performance
of Ada-AE-DeepESN.

APPENDIX B

EXPERIMENTAL ANALYSIS OF Ada-AE-DeepESN
PARAMETERS

First, analyze the input step size n and output step size m
of the long-term prediction model. The effects of various
combinations of the input step length and output step length
on Ada-AE-DeepESN are presented in Figure 18. Accord-
ing to Figure 18, as the input step size increases, the root
mean square error (RMSE) of the prediction of the Ada-
AE-DeepESN method does not change substantially, and the
prediction time increases. Moreover, as the output step size
increases, the RMSE also increases, and the prediction time
does not change substantially. In summary, the input step
size is 2~5, and the output step size is 1~3. To increase the
diversity of mobile unit predictions, select an input step size
of n = 5 and an output step size of m = 3.

Figure 19 presents the impact of the number of weak pre-
dictors on the prediction performance of Ada-AE-DeepESN.
Figure 19(a) shows that as the number of weak predictors
increases, the RMSE decreases, and when it reaches 10,
the RMSE changes unstably. Figure 19(b) shows that as the
number of weak predictors increases, the prediction time
increases. In summary, the number of weak predictors of the
integrated network should be selected as 10.
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FIGURE 21. Impact of various storage pool sizes and hidden layer
dimensions of the autoencoder on the prediction performance of
Ada-AE-DeepESN

Figure 20 shows the effect of the numbers of storage pool
layers on the prediction performance. Figure 20 shows that
as the number of storage pool layers increases, the predicted
RMSE value of Ada-AE-DeepESN increases, and the predic-
tion time increases. Therefore, the number of ESN storage
pool tiers of Ada-AE-DeepESN is selected as 2.

Figure 21 shows the impacts of various storage pool sizes
and hidden layer dimensions of the autoencoder on the
prediction performance of Ada-AE-DeepESN. According to
from Figure 21(a), as the size of the storage pool N, increases,
the prediction error RMSE decreases, and the prediction time
increases significantly. As shown in Figure 4(b), as the hidden
layer dimension of the autoencoder increases, the prediction
error RMSE does not change substantially, but it shows a
slight increasing trend, and the prediction time also shows a
slight increasing trend. Therefore, after comprehensive con-
siderations, the size of the storage pool N, is selected as 150,
and the hidden layer dimension of the autoencoder is selected
as 50.

Figure 22 shows the influences of the spectral radius
SR, input scale factor IS, and storage pool sparsity SD
on the prediction performance of Ada-AE-DeepESN. These
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FIGURE 22. Impact of SR, SD and IS on the prediction performance of
Ada-AE-DeepESN.

three parameters do not increase the size of the structure
of the ESN; hence, the impacts of these three parameters
on the prediction time are small. Figure 22(a) shows that as
the input scale factor increases, the RMSE does not change
substantially but shows a slight increasing trend, and as the
sparseness of the storage pool increases, the RMSE does not
change substantially. Figure 22(b) shows that as the spectral
radius increases, the RMSE shows a slight decreasing trend.
In summary, the spectrum radius SR is set as 0.9, the input
scale factor IS as 0.8, and the sparseness of the storage pool
SD as 0.3.
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