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ABSTRACT Due to the computational complexity of multilevel image thresholding, Swarm Intelligence
Optimization Algorithm (SIOA) has been widely applied to improve the calculation efficiency. Therefore,
more and more attention has been paid to exploring the application of the latest SIOA in multilevel
segmentation. This article takesOtsu and fuzzy entropy as the objective functions, usingCoyoteOptimization
Algorithm (COA) for multilevel thresholds optimization selection, through fuzzy median aggregation of
local neighborhood information and then forms the Fuzzy Coyote Optimization Algorithm (FCOA), so that
the thresholding image segmentation can be achieved in the end. To prevent the COA algorithm from falling
into the local optimum, this article follows the differential evolution strategy adopted by the standard COA,
using the number of iterations to construct the differential scaling factor to form the Improved Coyote Opti-
mizationAlgorithm (ICOA). The experimental results show that fuzzyKapur entropy and fuzzymedian value
aggregation-based ICOA(FICOA) achieves better image segmentation quality. Compared with Grey Wolf
Optimizer (GWO), Fuzzy Modified Quick Artificial Bee Colony and Aggregation Algorithm (FMQABCA)
and Fuzzy Modified Discrete Grey Wolf Optimizer and Aggregation Algorithm (FMDGWOA), FCOA and
FICOA have certain advantages in visual effects of image segmentation and PSNR, FSIM evaluation indices.
Particularly comparedwithGWO (also awolf evolutionary algorithm), FICOA shows significant advantages.

INDEX TERMS Coyote optimization algorithm, information entropy, image segmentation, multilevel
thresholding.

I. INTRODUCTION
Thresholding image segmentation divides the original image
into two or more adjacent regions that do not intersect by
setting different threshold numbers [1]. It is a main method
and important branch of image segmentation, widely used
in image and video compression [2]–[4], image denois-
ing [5], [6], document processing [7], and target recogni-
tion [8], [9], etc. According to the number of thresholds,
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thresholding image segmentation can be divided into two
categories: bilevel thresholding and multilevel thresholding
(MT) [10]. Bilevel thresholding divides the image into two
regions: foreground and background, while the multilevel
thresholding divides the image into several homogeneous
or adjacent pixel groups (i.e., regions) with common fea-
tures. As the threshold number increases, the computational
complexity of these methods also increases dramatically.
Therefore, a large number of swarm intelligence optimization
algorithms (SIOA) are applied to improve the computational
efficiency [11].
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According to the difference of thresholds applied in the
range of image, thresholding techniques can be divided into
global thresholding and local thresholding [12]. The global
thresholding method selects a threshold in the whole image
histogram, while the local thresholding method selects the
thresholds individually in a relatively small set of regions
to complete the multilevel thresholding. By comparison,
the global thresholding is simpler and easier to implement,
but the segmentation results are directly controlled by the
global threshold.While the local thresholdingmethod is more
precise, its computational complexity is higher. Whether
global thresholding or local thresholding is applied, the com-
puting methods can be divided into two categories: para-
metric methods and non-parametric methods. Parametric
methods need to estimate a large number of statistical param-
eters, and the segmentation results are heavily dependent
on the initial conditions. Therefore, non-parametric methods
have been applied increasingly [13]. Non-parametric meth-
ods select the optimal threshold by calculating some specific
criteria, such as Otsu or Kapur, Tsallis, etc. As a result, with
the increase of threshold number, multilevel thresholding
selection will become a NP-hard problem [14]. In such cases,
SIOA provides an effective solution.

With specific SIOA, the optimal threshold value in thresh-
olding segmentation can be obtained efficiently according to
image histogram and specific objective function [10]. In our
previous work, we use artificial bee colony algorithm [13]
and gray wolf algorithm [14] to explore the effect of MT
image segmentation. This article will analyze and discuss
the application of coyote algorithm in MT segmentation.
According to our designed framework same as [13] and [14],
the MT segmentation based on the intelligence optimization
algorithm is mainly divided into three steps: (1) select the
objective function. (2) based on the objective function, select
or improve the certain SIOA, so as to obtain the optimal
threshold and complete the initial segmentation of the original
image. (3) optimize the initial segmentation results, which
can be performed according to the threshold numbers, and
then apply local neighborhood information aggregation to
complete the regional segmentation.

The purpose of thresholding image segmentation is to
separate regions of interest from background or other
complex scenes by setting different thresholds. To this
end, non-parametric methods based on image histogram
are widely used to design objective functions [11].
In recent years, a large number of alternative schemes
have appeared. Aziz et al. [10] analyzed the application
of Otsu objective function in MT segmentation on eight
Berkeley standard data sets with the help of WOA (Whale
Optimization Algorithm) and MFO (Moth Flame Optimiza-
tion). Büranur Küükuurlu et al. [15] discussed the applica-
tion of SOS (Symmetric Organizations Search Algorithm)
with Kapur entropy and Otsu as objective functions. Exper-
imental results show that Kapur function-based SOS, Otsu
function-based SOS and PSO (particle swarm optimization)
can obtain more stable results, while FA (Firefly Algorithm)

and GA (Genetic Algorithm) are relatively poor. In the
Friedman test, the optimization effect of Kapur entropy-based
SOS proved the best, and GWO (grey wolf optimizer) based
on these two objective functions had more advantages in
processing speed. Elazi et al. [16] verified the application
of GA and other four kinds of meta-heuristic algorithms
in MT image segmentation. Unfortunately, the authors only
verified the efficiency of Otsu as the objective function, but
failed to provide the experimental data and results about
Kapur’s entropy. Xing [17] used Kapur’s entropy as the
objective function to verify that the EPO (Emperor Penguin
Optimization) algorithm had higher segmentation accuracy
and less running time on plant canopy and satellite images.
He and Huang [18] applied Kapur’s entropy, Tsallis entropy
and Otsu respectively to explore the effectiveness of KH
(Krill Herd) algorithm. Experiment results indicate that
Kapur’s entropy performs better in precision and robustness.
Wu et al. [19] used Kapur and Otsu as objective functions,
and obtained the optimal threshold through the teaching–
learning-based optimization algorithm. Statistical analysis
shows that Kapur’s entropy is better in mean values and
standard deviation, while Otsu is better in time efficiency.
Naidu et al. [20] compared with DE (Differential Evolution),
PSO and BA ((Bat Algorithm), they found that FA (Fire
Algorithm)with Shannon entropy and fuzzy entropy as objec-
tive functions, performs best in SSI (Structural Similarity
Index), PSNR (Peak Signal to Noise Ratio), ME (Misclas-
sification Error) and processing time.

Based on the above analysis and summary of the non-
parametric objective functions used in MT segmentation
in recent years, we find it is still necessary to select an
appropriate optimization algorithm to solve the problem of
computational efficiency. Yang and Wu [21] used NRQPSO
(Non Revising Quantum Behaved Particle Swarm Optimiza-
tion) algorithm to test the application of MT method on
gray images with Kapur objective function. The experimental
results show that the algorithm can effectively avoid the
repeated calculation of the objective function and effectively
reduce calculation cost of the algorithm. Bhandari et al. [22]
analyzed the effects of PSO, WDO (Wind Driven Opti-
mization), DE and CS (Cuckoo Search) in satellite image
segmentation. Statistical analysis shows that the four opti-
mization algorithms achieve similar segmentation results, CS
algorithm obtains slightly higher objective function values
of Kapur and Otsu, while DE algorithm is better than three
other algorithms in time efficiency. Tarkhaneh and Shen [23]
improved the global search performance of DE algorithm
using Lévy and Cauchy distribution, and verified the seg-
mentation effect of MRI brain images in combination with
Otsu method. Compared with other improved DE algorithms,
this algorithm achieves better thresholding value under the
condition that the calculation time can be controlled effec-
tively. Zhang et al. [24] improved the ABC (Artificial Bee
Colony) algorithm by using Krill Herd algorithm, which
adopts Kapur entropy as the objective function on the basis
of image preprocessing. Compared with other improved ABC
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algorithms, this algorithm is better in PSNR and FSIM statis-
tical parameters. In [13], we improved the ABC algorithm,
using PTS (Pseudo Trapezoid Shaped Function) to assign
fuzzymembership, and then usingmedian, mean and iterative
means to aggregate information to form FMQABCA algo-
rithm. Compared with EMO (electro magnet optimization),
ABC and DE, FMQABCA can obtain the optimal threshold
quickly, efficiently and accurately, especially in time effi-
ciency. Using Kapur entropy and Ostu as objective functions,
the efficiency of GWO algorithm in MT image segmentation
is tested by Khairuzzaman and Chaudhury [25]. Compared
with PSO and BFO (Bacterial Forecasting Optimization)
algorithm, thismethod ismore stable and can provide a higher
quality segmentation solution. In addition, the authors find
that such method is faster than BFO in processing speed, but
slower than PSO. In [14], we improved the grey wolf opti-
mizer using fuzzy Kapur entropy as the objective function.
In the algorithm, discrete GWO is defined firstly, and after the
optimal threshold is obtained, the neighborhood information
aggregation is achieved by fuzzy initialization, similar to that
in [13]. The experimental results showed that FMDGWOA is
superior to EMO, standard GWO algorithm and FDE (Fuzzy
Differential Evolution Algorithm).

So far, the objective function and related swarm intel-
ligence optimization algorithms used in image segmenta-
tion in recent years have been analyzed respectively [11].
In terms of objective function, Kapur and Otsu are still
the two most widely used. While SIOA is in bloom, vari-
ous heuristic intelligent optimization algorithms are emerg-
ing, and a considerable number of algorithms have been
successfully applied in MT segmentation. These commonly
used algorithms include DE, ABC, GWO, PSO and many
improved algorithms corresponding to them, which also fur-
ther proves that the use of SIOA to obtain the optimal thresh-
old is still of significant research necessity and remains a hot
topic. The results of MT image segmentation in recent years
reveal that although there has been great improvement in
segmentation quality, segmentation accuracy, and time cost,
a considerable number of segmentation algorithms are prone
to produce fuzzy boundaries, and even more so, isolated
points [11], [13], [14]. Furthermore, heuristic algorithms still
have capacity for improvement in balancing exploration and
exploitation [26]. Therefore, in [13], [14], we try to use
fuzzy objective function and fuzzy aggregationmethod inMT
segmentation, and obtain better segmentation accuracy and
segmentation effect. This article will continue to explore the
effect of COA in thresholding image segmentation based on
the existing framework in [13], [14].

The COA [27] is inspired by canis latrans species that
mainly lives in North America. The social organization of
the coyotes and their adaptability to the environment are
mainly considered in the algorithm design. Compared with
GWO algorithm (also inspired by canis latrans species),
it provides a different algorithm structural setup. Even though
the alpha is still regarded as the leader of the wolf pack
(optimal threshold), it focuses less on the social hierarchy

of these coyotes, dominance rules and the way they hunt,
but more on the social structure and experience exchanges
among them, so as to achieve better exploration and exploita-
tion. Since Pierezan et al. proposed the algorithm in 2018,
Souza et al. [28] applied COA to image feature selection,
Sultan et al. [29] used COA to select parameters in fuel cell
model, and Arfaoui et al. [30] used COA to improve the
performance of solar photovoltaic water pump system.Unfor-
tunately, so far there has been no application of COA in MT
image segmentation. In this article we will for the first time
explore the effect of the improved COA which are used the
FuzzyKapur entropy andOtsu inmultilevel thresholding, and
through fuzzy median aggregation [13], [14] forms the Fuzzy
Coyote Optimization Algorithm (FCOA), then the FCOA is
further improved to form FICOA.

The remainder of this article is organized as follows: in
the second section, Otsu method is formulated, fuzzy Kapur
entropy and the final objective function are briefly intro-
duced. In the third section, the detailed process of the stan-
dard COA and the improved COA proposed in this article
are presented. In the fourth section, the segmentation results
and detailed data comparison of the proposed method are
analyzed and summarized comprehensively. Finally, the fifth
section contains the conclusions and the prospects of the
future research.

II. ANALYSIS AND FORMULATION OF OBJECTIVE
FUNCTION
Non-parametric methods generally use the probability dis-
tribution of the image gray level i to design the objective
function. In this article, we use fuzzy Kapur entropy and
Otsu as the objective functions. As the fuzzy Kapur entropy
has been described in detail in [13], [14], so we will only
present the Otsu method. In multilevel thresholding image
segmentation, k thresholds can be used to segment the image
into k+1 regions. The statistical probability of each gray level
of the image is assumed to be hi, the probability distribution
function can be expressed as:

pi = h(i)
/∑n

i=0
h(i), i = 0, 1, · · · , n (1)

where n is the maximum gray level (less than 255) of image.
According to the probability distribution function in (1),
the Otsu objective function in MT is defined as:

f (T ) =
k∑
i=0

σi (2)

where T = [t1, t2, · · · , tk ] is the threshold vector composed
of K thresholds, σi represents the inter-class variance in
different regions, which is formulated as:

σ0 = ω0(µ0 − µT )2

σ1 = ω1(µ1 − µT )2

σi = ωi(µi − µT )2

...

σk−1 = ωk−1(µk−1 − µT )2

(3)
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where ωi is the probability distribution of the i-th region,
as shown in (4),µi is the average probability of the i-th region,
as shown in (5), and µT is the average probability density of
the whole image.

ω0 =

t1−1∑
i=0

pi, ω1 =

t2−1∑
i=t1

pi

ωj =

tj+1−1∑
i=tj

pi

...

ωk−1 =

n∑
i=tk

pi

(4)



µ0 =

t1−1∑
i=0

ipi
ω0
, µ1 =

t2−1∑
i=t1

ipi
ω1

µj =

tj+1−1∑
i=tj

ipi
ωj

...

µk−1 =

n∑
i=tk

ipi
ωk−1

(5)

Taking Otsu and fuzzy Kapur as the objective func-
tions, the COA and ICOA are used to optimize the thresh-
old vector, then achieves image segmentation through the
obtained optimal thresholds, and finally refines the segmenta-
tion results through neighborhood pixel aggregation same as
references 13 and 14.

III. APPLICATION OF THE IMPROVED COA IN
MULTILEVLEL IMAGE THRESHOLDING
A. THE PARAMETER SETTING AND DISCUSSION OF COA
IN MULTILEVEL IMAGE THRESHOLDING
The COA builds an algorithm model based on the coyote
population structure and environmental adaptability. In the
algorithm, the coyote population is divided into Np packs,
with each pack containing Ni coyotes, thus making a total
of N ∗i Np different coyotes. Usually the swarm intelligence
optimization algorithm only sets one group. So the main
purpose of the multigroup structure in COA is to simulate
the population structure of coyotes to facilitate population
mutation and cross-fusion. In the nature, coyotes generally
form a family structure with the head coyote as the leader,
and each family competes and continuously merges with each
other to adapt to the environment and complete the hunting.
In order to simplify the algorithm model, solitary coyotes
and short-lived small populations are not considered during
initialization, furthermore, each coyote represents a threshold
vector in MT segmentation, which is constantly updated and
eliminated according to the objective function during the
population iteration process.

In the process of model construction, COA constructs
its population according to intrinsic and extrinsic factors.

The intrinsic factors mainly include the packs, population
status and sex, while external factors mainly consider tem-
perature, snow thickness, snow hardness, and prey number.
In multilevel thresholding segmentation, a threshold vector is
randomly initialized by the population according to the value
range of the image gray level (between 0-255), so the i-th
threshold vector (population) of the p-th pack is an integer
vector at a certain time t , it is formulated as follows:

Sp,ti = (x1, x2, · · · xd ) (6)

where d is the dimension of the optimized problem, that is,
the number of thresholds, xi is the i-th threshold.

The first step in the COA is to initialize the population by
randomly initializing each xi in (6), as can be shown in (7):

Sp,ti,j = lbj + randomj · (ubj − lbj), j = 1, 2, · · · , d

(7)

where lbj and ubj represent the lower and upper bounds of
the gray level of the image, which are 0 and 255 respec-
tively, randomj is a random value inside the range [0, 1] that
conforms to the standard probability distribution. Since all
gray levels of the image are integers, all thresholds that are
randomly generated need to be rounded during initialization.

Next, we need to evaluate the newly generated population
during each initialization or iteration process to determine
whether the population is updated or eliminated. In specific
cases, it is generally reduced to a fitness function, such as
equation (8), where fit is the fitness evaluation function.
In this algorithm, fuzzy Kapur entropy and Otsu are used as
the fitness evaluation functions, such that:

f p,ti,j = fit(Sp,ti,j ) (8)

The randomly initialized population is randomly assigned
to different packs. According to the COA, each coyote can
leave or be evicted from its pack, becomes a solitary one or
joins a pack. In this work, the standard COA strategy will
be followed, and the probability of coyote leaving or being
evicted can be written as:

Pe = 0.005 · N 2
i (9)

To prevent the probability value from exceeding 1,
the number of coyotes per pack is limited to 14. This mech-
anism ensures that the population can be combined freely,
which not only reflects the diversity of the population, but
also indirectly improves the global optimal performance of
the algorithm. In the continuous iterative process of pop-
ulation optimization, each iteration will select an optimal
threshold (the optimal population) according to the objective
function, which is formulated as:

bestp,t =
{
Sp,ti

∣∣∣argi=1,2,···d maxfit(Sp,ti )
}

(10)

As one kind of higher-order social mammals, coyotes form
a well-organized pack by sharing social environment, knowl-
edge and experience, and contribute to the packs’ survival
and development. In order to accurately reflect the packs’
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social environment and knowledge and experience exchange
pattern, the COA collects the social behavior of all coyotes
and computes it as the cultural tendency of the pack:

cultp,tj =


Op,tNi+1

2 ,j
, Ni is odd

Op,tNi
2 ,j
+ Op,tNi

2 +1,j

2
, otherwise

(11)

where Op,ti,j represents the social conditions (social environ-
ment, knowledge and experience, etc.) of the j-th component
of the p-th pack.

In order to maintain the diversity of the population, new
threshold vectors must be generated continuously in the iter-
ative process to prevent the algorithm from falling into the
local optimum. COA simulates the breeding behavior of coy-
ote pack by continuously generating pups. Parents of young
coyote are randomly selected from the population and some
environmental factors are applied, as shown in (12).

pupp,tj = Sp,tr1,j
, rand j < Psorj = j1

Sp,tr2,j
, rand j ≥ Ps + Paorj = j2

Rj, otherwise

(12)

where r1 and r2 are the sequence numbers of two randomly
initialized packs, j1 and j2 are the sequence numbers of two
randomly initialized intra population dimensions, i.e., the
parents of pups, Ps and Pa are the scatter probability and
the association probability, respectively, as shown in (13)
and (14). Rj is a random value in the gray level range of an
image, and rand j is a random number inside the range of
0 to 1.

Ps = 1/D (13)

Pa = (1− Ps)/2 (14)

Under natural conditions, the pups have 10% chances of
dying, and the adult coyotes will also die with the increase
of age. In order to keep the population number stable, COA
sets ω and φ to eliminate the population with low objective
function value in the iterative process. In this work the pop-
ulation elimination mechanism of standard COA is applied.
Meanwhile, in order to reflect the cross-mutation in the pack,
the standard COA sets up two influence factors and promotes
the generation of new populations, as shown in (15) and (16),
where cr1 and cr2 are two random numbers, that is, by using
two randomly selected threshold vectors Sp,tcr1 and Sp,tcr2 to
differentiate them from the current optimal threshold vector
bestp,t and the social conditions cultp,t of the pack:

δ1 = bestp,t − Sp,tcr1 (15)

δ2 = cultp,t − Sp,tcr1 (16)

With the two influence factors δ1 and δ2, the new threshold
vector (new population) is initialized by two random numbers
between 0 and 1, as shown in (17). After the new threshold
vector is initialized, its fitness value is computed according
to equation 8 and then updated according to equation 18

NSp,ti = Sp,ti + r1 · δ1 + r2 · δ2 (17)

Sp,t+1i =

{
NSp,ti , fit(NSp,ti ) > fit(Sp,ti )
Sp,ti , otherwise

(18)

B. THE APPLICATION OF IMPROVED COA(ICOA) IN
MULTILEVEL IMAGE THRESHOLDING
From the equations (10) and (17) in standard COA, it can be
seen that the updating of the optimal threshold is completed
by the current optimal individual bestp,t and the current
thresholds Sp,t through differential mutation, that is, the other
individuals in the population are guided by bestp,t towards the
optimal threshold. After numerical iterations, almost all the
other individuals move close to the current optimal individual
in the later stage, creating a clustering phenomenon. Under
normal circumstances, the algorithm will gradually move
towards the optimal thresholds, but if bestp,t falls into the
local optimum, then premature convergence will appear, that
is, the local optimum. In order to make the algorithm stay
clear of the local optimum, it is necessary to find a way out.
The general method to solve this problem is to introduce
mutation operation to enhance the ability of the algorithm to
avoid local optimum. Therefore, differential operation is used
in this work to improve COA to form an improved COA, i.e.
ICOA

Inspired by the standard COA’s differential mutation strat-
egy, we adopt a special differential dynamical mutation per-
turbation strategy to differentiate between r1 and r2 in (17),
and design an adaptive differential scaling factor F to enhance
its ability of avoiding local optimum. The specific expression
is as follows:

Fr1 = ((1− t/tmax)(1− r1 · t/tmax))3 (19)

Fr2 = ((1− t/tmax)(1− r2 · t/tmax))3 (20)

where t is the current iteration number, tmax is the largest
iteration number, r1 and r2 are the random numbers inside
the range [0,1]. Thus, the equation for the newly generated
population in (17) is changed into the following:

NSp,ti = Sp,ti + Fr1 · δ1 + Fr2 · δ2 (21)

With such improvement, the populationNSp,t not only
realizes the pairwise differential mutation among current
threshold Sp,t , optimal threshold bestp,t and cultural tendency
cultp,t , but also changes their corresponding scaling factors
Fr1 and Fr2 from an ordinary random number to differen-
tial scaling factors which are jointly produced by random
numbers and iteration times.

IV. COMPARISON AND ANALYSIS OF EXPERIMENTAL
RESULTS
A. THE PARAMETER SETTING AND RELATED DISCUSSION
FOR ANALYSIS OF EXPERIMENTAL RESULTS
According to the parameter setting of the standard COA [27],
combined with the characteristics of multilevel thresholding
image segmentation, and based on a large number of exper-
imental tests, the number of test thresholds in this study is
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TABLE 1. Parameter setting.

set to 2,3,4 and 5, and the number iterations set to are 10000,
as shown in Table 1:

In the standard COA, the authors have fully discussed the
algorithm performance under different parameter conditions,
and have provided relatively excellent parameter selections,
such as the number of packs and the number of coyotes in
each pack are set to 20 and 5 respectively. In this article,
by combining the characteristics of thresholding image seg-
mentation, we will further optimize the relevant parameter
setting through experimental comparison. As in [13], [14],
the number of thresholds is set to 2,3,4 and 5. The number
of iterations is set to 10000, and the number of iterations in
standard COA is set to 10000 ∗ D (D is the dimension of
the problem). Through experimental comparison, and taking
into account the time efficiency and segmentation quality
of the algorithm, we find that the objective function tends
to stabilize with 10000 iterations. The specific parameter
comparison is shown in Table 2.

TABLE 2. Image segmentation quality with different no. of iterations.

Table 2 shows the PSNR and FSIM image segmentation
quality evaluation parameters when the threshold number
of the Srub image in Figure 1 is 5 and the objective func-
tion is fuzzy Kapur entropy. An introduction to the PSNR
parameters can be found in [13], and FSIM is also a mea-
surement standard to measure the feature similarity between
the original image and segmented image features. These two
parameters are currently popular image segmentation quality
evaluation parameters [11], [31], detailed definition of FSIM
parameters can be found in [22]. From the comparison of the
two parameters in Table 2, when the number of iterations
increases from 1000 to 10000, both PSNR and FSIM also
increase to varying degrees. However, after the number of
iterations reaches 20000, PSNR begins to decrease, and FSIM
increases but slightly. And in terms of time efficiency, when
the number of iterations is 20000, the running time of the pro-
gram is 13.940412 seconds, while 10000 iterations only take
7.278475 seconds. Therefore, considering the two factors of
running time and segmentation quality, the iteration number
is determined to be 10000.

The data sets used in our work are from Berkeley Segmen-
tation Data Set BSD500 [13], [14], as shown in Figure 1. The

FIGURE 1. The original images for multilevel image thresholding.

experiments are run on HP ProDesk 400 G4 PC with the Intel
Core i5 processor and Matlab2016a. Based on the thresholds
obtained by ICOA, the image is grayscaled firstly and then
segmented according to the thresholds, after that, we adopt
the framework in [13], [14], using the PTS membership func-
tion to realize neighbor-hood fuzzy aggregation to improve
the accuracy of image segmentation.

Figure 2 shows the segmentation results of Fighter under
different aggregation methods. Table 3 lists the relevant
PSNR values by different aggregation methods. It can be seen
from the data comparison in Table 3 that median aggrega-
tion has achieved the best segmentation effect, so the subse-
quent experimental results and data are obtained by median
aggregation.

TABLE 3. Comparation of different aggregation method by PSNR.

Ourwork not only presents the image segmentation results,
but also analyzes the segmentation quality in a quantitative
manner. As the framework used in this article is similar to
that in [13], [14], our proposed method will be compared
with FMQABCA [13] and FMDGWOA [14] using PSNR and
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FIGURE 2. The segmentation results of FICOA by different aggregation methods.

FSIM evaluation indices. Meanwhile, GWO as an optimized
design based on the wolf pack is also used in MT image seg-
mentation in [25], therefore, this article will also be compared
with it.

B. THE FUZZY MULTILEVEL IMAGE THRESHOLDING
ANALYSES BASED ON FICOA AND OTSU OBJECTIVE
FUNCTION
Otsu and Kapur entropy are still the most widely used objec-
tive functions in multilevel thresholding image segmentation
in recent years [11]. Table 4 lists the relevant threshold values
optimized by FICOA and the PSNR and FSIM values after
fuzzy median aggregation of the six images is completed,
as shown in Figure 1. with Otsu as the objective function,
when the thresholds are set to 2, 3, 4 and 5, we observe that
with the increase of the number of thresholds, the thresholds
at all levels are more evenly distributed inside the range of 0
to 255 gray levels. From the PSNR and FSIM evaluation
indices for image segmentation, it can be seen that with
the increase of the threshold number, these two evaluation
indices will also increase, thus the image segmentation qual-
ity can be improved when the number of thresholds increases.
This section only lists the relevant parameter values, and
the detailed comparative analysis with other methods will be
presented in the following sections.

C. THE FUZZY MULTILEVEL IMAGE THRESHOLDING
ANALYSES BASED ON FICOA AND FUZZY KAPUR
OBJECTIVE FUNCTION
In [13], [14], we have comprehensively analyzed the advan-
tages and disadvantages of Kapur entropy and fuzzy Kapur
entropy. Obviously, fuzzy Kapur entropy has greater advan-
tages. In this work, we also find that the image segmentation
results based on fuzzy entropy are better in FICOA through

TABLE 4. The results of FICOA with Otsu objective function.

experiments, Therefore, in the following comparative analy-
sis with other MT image segmentation methods, this article
will focus on the advantages of our algorithm using fuzzy
Kapur entropy as show in Figure 3 and Figure 4.

Table 5 lists the experimental data based on FICOA and
fuzzy Kapur entropy with different threshold numbers. From
the comparison between Table 4 and Table 5, it can be
seen that when the threshold number is 2, the Otsu method
achieves relatively higher segmentation quality (PSNR and
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FIGURE 3. The segmentation results based on FCOA.

FSIM values) on the image Filter, Goose and Picnic, whereas
on the image Shrub, Community and Starfish, fuzzy Kapur
entropymethod achieves relatively higher segmentation qual-
ity, but the difference between them is small. The difference in
terms of PSNR is basically within 0.5, whereas the difference
in terms of FSIM is not more than 0.1. However, when the
threshold number exceeds 3, the fuzzy Kapur entropy-based

method is better than Otsu method in PSNR comparison.
Only on Community image with threshold number of 4 and
on Picnic image with threshold number of 3, PSNR and FSIM
values are slightly higher in the Otsu method, which is 0.0239
and 0.3395 respectively. In FSIM value comparison, with the
increase of threshold number, fuzzy Kapur entropy method
also performs better.
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FIGURE 4. The segmentation results based on FICOA.

D. COMPARISON OF IMAGE THRESHOLDING RESULT
BETWEEN FICOA AND FCOA
By comparison of different objective functions, fuzzy Kapur
entropy method obtains better image segmentation quality.
Next, we will take fuzzy Kapur entropy as the objective func-
tion to compare the effect of FCOA and FICOA in MT image

segmentation. In order to present the image segmentation
results more precisely, this article constructs the index image
according to the region of the gray image after thresholding
segmentation, and then transform the index image into RGB
color image. Figure 3 and Figure 4 show the segmenta-
tion results of FCOA and FICOA with different threshold
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TABLE 5. The results of FICOA with fuzzy kapur objective function.

TABLE 6. The results of FCOA with fuzzy kapur objective function.

numbers. From the comparison, it can be observed that
bi-level thresholding can effectively separate the main object
from the background, and with the increase of threshold

TABLE 7. Comparison of image thresholding result by PSNR with
different methods.

number, the image segmentation accuracy improves grad-
ually. From the perspective of the optimization effect of
FCOA and FICOA, they obtain relatively similar segmenta-
tion results in visual effect, so it is difficult to judge the merits
of the two methods subjectively. Therefore, the evaluation
parameters based on FCOA are given in Table 6.

In comparison with Table 5 and Table 6 FICOA achieves
slightly higher PSNR and FSIM values than or similar to
FCOA when the threshold number is 2. However, when the
threshold number increases, the PSNR value of FICOA is
higher than that of FCOA except for the Shrub image when
the threshold number is 4. Overall, the FICOA has increased
by an average of 0.45% compared with the FCOA, and par-
ticularly increased by 0.2427, an increase of 1.12% on the
Fighter image when the threshold number is 5. In terms of
FSIM comparison, FICOA has an average increase of 0.4%
over FCOA. Although FCOA is slightly higher than FICOA
in some cases, it is only 0.0118 higher at the most. Therefore,
the comprehensive performance of FICOA in image segmen-
tation quality is better by comparison of detailed evaluation
indices.

E. COMPARISON OF IMAGE THRESHOLDING RESULT BY
PSNR
With the increasing application of SIOA in multilevel thresh-
olding segmentation, it is difficult to tell the advantages and
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FIGURE 5. The medical segmentation results based on FICOA.

disadvantages of these algorithms only from visual effects.
The comparison between Figure 3 and Figure 4 fully illus-
trates this point. Therefore, in this article we use PSNR and
FSIM to compare the algorithm effect quantitatively. How-
ever, the comparative references [13], [14], [25] mentioned
in this article all use PSNR as the main evaluation criterion,
so we will compare the performance of GWO, FMQABCA,
FMDGWOA, FCOA and FICOA in terms of PSNR. The
relevant data are shown in Table 7. Notably, due to the dif-
ference between the computer and the Matlab version, before
the relevant data of GWO, FMQABCA, FMDGWOA are
obtained, we try to use the data in the original reference. Only
when the results obtained using the software and hardware in
this paper’s setting are better than the original, we choose to
use the data calculated on our platform.

This article not only applies FCOA toMT segmentation for
the first time, but also improves it to FICOA. Therefore, in the
performance analysis, we compare FCOA and FICOA with
other three algorithms quantitatively. Compared with GWO,
FCOA achieves higher PSNR values in all images under any
threshold condition. The PSNR value of FCOA achieves an
average increase of 3.2353, improves by 19.06% on average,
by 34.99% at the highest, by 4.94% at the lowest. Compared
with FMQABCA, the PSNR value of FCOA achieves an
average increase of 0.3894, an average increase by1.94%,
the highest increase of 10.8%. However, the PSNR values
of Fighter, Community and Picnic images are slightly lower
than FMQABCA. Compared with FMDGWOA, FCOA has
obtained similar evaluation results, and there is no distinction
between them.

In Section V.C, we have compared and analyzed the per-
formance of FCOA and FICOA, so in this section we only
compare FICOA with GWO, FMQABCA and FMDGWOA.
Compared with GWO, FICOA also obtained higher PSNR
values in all pictures and under any threshold condition.
And the PSNR value of FICOA achieves an average increase
of 3.3313, improves by 19.58% on average, by 36.06% at the
highest, 5.31% at the lowest. Compared with FMQABCA,
the PSNR value of FICOA achieves an average increase
of 0.4854, an average increase by 2.39%, the highest increase
of 11.54%, and the lowest increase of 0.023%. Compared
with FMDGWOA, the PSNR value of FICOA achieves an
average increase of 0.0853, the highest increase of 0.2718,
an average increase by 0.4%, the highest increase by 01.25%.
All data compared, we find that the PSNR of FMDGWOA
only on the Goose and Community are slightly higher when
the threshold number is 3 and 5 respectively.

Compared with [13], [14], [25], FCOA and FICOA in
this article are significantly better than GWO, FMQABCA,
and slightly better than FMDGWOA in segmentation effects.
Particularly, the advantages of FCOA and FICOA are more
obvious when compared with the same kind of swarm intel-
ligence optimization algorithms like GWO, which further
proves that the fuzzy median aggregation method shows sig-
nificant effects.

According to the data analysis of Tables 4 to 7,
the fuzzy Kapur entropy-based FICOA has achieved the best
image segmentation effect, With the visual comparison of
Figure 3 and Figure 4, FICOA is further proved to be an effi-
cient MT segmentation method.
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TABLE 8. The results of FICOA with different thresholds.

F. EXPERIMENTAL EFFECT OF FICOA METHOD IN
MEDICAL IMAGE PROCESSING
Medical image segmentation can effectively help doctors
to make computer-aided diagnosis, set out surgical plan-
ning, dynamically simulate the structure of human tissues
or organs, and analyze the structure of lesions. so multilevel
thresholding segmentation is widely used in medical image
processing. In order to verify the effect of FICOA in medical
image segmentation, three kinds of medical images are tested
in our work.

Figure 5 shows the original images of Brain, Lexion tissue
and Colon medical images and their segmentation results
when the threshold number is set to 2,3,5 respectively. It can
be seen from the figure that when the threshold number is 2,
FICOA can clearly reflect the tissue structure of medical
image, and as the threshold number increases, the tissue
structure of medical image will become clearer and finer.

Table 8 lists the threshold values, PSNR and FSIM val-
ues generated in the segmentation process of three medical
images. As can be seen from these data, the PSNR and FSIM
values of these images increase significantly as the threshold
number increases, which confirms the segmentation effect
in Figure 5.

V. CONCLUSION
In this article, the COA is applied to multilevel thresholding
segmentation for the first time, which is further improved
through a differential scaling factor. The image segmentation
results with Otsu and fuzzy Kapur entropy as the objec-
tive functions are compared and analyzed. From the anal-
ysis of the experimental data, the FICOA based on fuzzy
Kapur entropy obtains better image segmentation quality.
In particular, the fuzzy median aggregation is applied to
refine the segmentation results so that isolated points or over-
segmentation can be avoided in the process. Compared with
GWO, FMQABCA and FMDGWOA, FCOA and FICOA
methods have certain advantages in visual effects and PSNR,
FSIM evaluation indices, especially when compared to the
same kind of wolf evolution algorithm GWO, FCOA And
FICOA methods show significant advantages. In the end,
we also discussed the application of the FICOA method in
medical image segmentation. From the visual effects and

quantitative data of Brain, Lesion tissue and Colon medical
images, FICOA can effectively extract the tissue or texture
structure of medical images, and can be effectively applied to
assist medical diagnosis. In the future, we will continue to try
the application of the COA in medical image segmentation
and recognition, and strive to propose a completer and more
effective medical image segmentation framework.
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