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ABSTRACT This paper proposes a modified crow search optimizer (MCSO) for solving the combined
economic emission power flow (EEPF) problem. In the proposed approach, the local search ability is
enhanced into the crow search optimizer (CSO) and aggregated with a novel bat algorithm (NBA).
Close accord between CSO, NBA, and MCSO is employed for solving the single and multi-objective
frameworks. Moreover, the proposed MCSO incorporates external archive and dominance comparison to
handle multi-objective frameworks while the best compromise solution is extracted by using a fuzzy based
mechanism. The proposedMCSO,CSO, andNBAare developed and tested to on IEEE 30 bus andWest Delta
power grid (WDPG) systems. Added to the that, the proposed methodology is tested on a large-scale power
system, IEEE 118-bus test system, for measure the scalability of the proposed method. Their output results
are compared with the reported algorithms in the literature to demonstrate the MCSO outperformance in
terms of solution quality and robustness. Significant economical solutions of the EEPF problem are achieved
with respecting the environment concerns at acceptable emission levels. Added to that, the multi objective
framework is assessed with hypervolume indictor that show the high capability of the proposed MCSO
compared with CSO.

INDEX TERMS Crow search optimization, economic emission power flow, fuel costs, novel bat algorithm,
valve loading effect.

I. INTRODUCTION
Power systems dispatchers operate the system with multi-
ple economic and environmental dimensions especially with
the increased penetration of renewable energy resources and
power electronics devices [1]. Thus, the combined EEPF
problem is one of the important issues in power system opera-
tion which finds out the optimal economic and environmental
emissions of power generations for the online units.

Within the recent decades, the combined EEPF problem
has been formulated as a very simplified mathematical opti-
mization problem to determine only the power sharing of
the generators with two main constraints which are power
balance constraint and generator output limits [2] The first
one is required that the total generated power has to meet the
load and transmission network losses, but Kron’s loss formula
is usually utilized to model as the network losses [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Siqi Bu .

The main defect of this model is the absence of various
operational constraints which may be affected by the power
sharing of the generators such as the transmission capacity
constraint and the limits of the reactive power outputs of the
generators. Consequently, the combined EEPF problem could
be represented as an optimal power flow (OPF) problem,
which is modelled as a high dimensional, nonlinear, mul-
timodal, and multi-objective optimization problem [3]. The
OPF problem aims to simultaneously minimizing the fuel
cost and the emission level, and searches for the optimal set-
tings of power generation, generator voltages, tap settings of
transformers and reactive power sources outputs. The control
variables are generated and updated through the optimiza-
tion process and optimally specified without jeopardizing the
operational equality constraints of the power flow balance
and the inequality constraints of generator capability, line
flow limit, and voltage profile of load buses.

A wide variety of classical optimization techniques have
been applied to solve the OPF problem counting a single
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objective function, such as gradient projectionmethod (GPM)
[4], Newton-based techniques, second-order cone program-
ming [5], linear, nonlinear, and quadratic programming. But
they are very weak in handling multi-objective nonlinear
problems as they may also converge to a local optimum.

Through few recent years, modern optimization tech-
niques have been applied to solve the OPF problems such
as simulated annealing (SA) [6], hybrid Bernstein global
optimization algorithm [7], pathfinder algorithm [8], An
improved imperialist competitive algorithm [9], symbiotic
organisms search algorithm [10], tabu search (TS) [11],
genetic algorithms (GA) [12], enhanced GA [13], [14],
adaptive GA with adjusting population size [15], refined
GA [16], evolutionary programming (EP) [17], improved
EP [18], efficient evolutionary algorithm (EEA) [19], par-
ticle swarm optimization (PSO) [20], fuzzy-based hybrid
PSO [21], modified DE algorithm (MDEA) [22]–[25],
chaotic self-adaptive differential harmony search algorithm
(CSDHSA) [26], evolving ant direction DE [27], [28], impe-
rialist competitive algorithm (ICA) [29], [30], gravitational
search method (GSM) [31], Black hole-based optimiza-
tion algorithm (BHBOA) [32], improved moth-flame opti-
mization (IMFO) [33], and improved electromagnetism-like
optimization algorithm (IEOA) [34].

The continuous development in the era of optimization
methods allow power system planners and operators to seek
about the best method that has the capability to achieve the
system requirements. CSO and NBA are two recent algo-
rithms designed to find the optimal solution of real-valued
optimization problems. They are inspired from the fascinat-
ing behavior of two types in the birds’ family, crows, and bats,
respectively. CSO is a novel population-based meta-heuristic
algorithm, firstly proposed by Askarzadeh, which has very
simple structure [35]. Bat algorithm is a novel meta-heuristic
algorithm which is firstly pro-posed by Yang [36]. It mimics
the echolocation process of bats where they fly randomly
with automatic variation of their velocities to search for their
food. With this fascinating characteristic, they can adapt their
flight by adjusting the pulse rates of emission and loudness
based on the closeness of their targets. It has been carried
out to solve various power system problems. The bat inspired
algorithm has been applied to combined economic environ-
mental dispatch (EED) problem without security constraints
of the transmission lines [37]. Also, it has been aimed to
minimize the fuel costs of generation units as single objective
EED problem based on the B-coefficient for losses compu-
tation without handling security constraints [38]. Moreover,
it has been utilized for finding optimally the power system
stabilizer parameters as in Refs [39], [40]. Despite the various
applications of the bat algorithm, further improvements have
been consolidated to improve its search capability that can
avoid trapping into local optima and improve its conver-
gence performance [41], which is addressed NBA. In NBA,
the bat’s frequency has been modified by an adaptive com-
pensation considering the Doppler Effect in echoes. Added
to that, quantum behaviour in updating the bat’s velocity has

been included where a selection operator has been used to
choose between the quantum behaviour and the mechanical
behaviour. It has been carried out effectively to solve twenty
benchmark and four engineering problems [41].

Various studies have been introduced in solving the OPF
topic considered such as efficient fitness-based DE optimizer
with a constraint handling technique [42]. In that paper,
a population similarity that is dependent on the fitness values
was employed to select one of two mutation strategies to
create the new mutant individuals. In [43], a memory-based
DE optimizer with a dynamical crossover has been carried
out. In this work, a repair constraint technique has been
utilized for treating the constraints of generation capacity,
units’ ramp-rate and power balance. In [44], a hybrid multi-
objective optimizer between PSO and DE has been presented
where PSO were dedicated for exploration features and DE
were designed to exploit the sub-space with sparse solutions.
In [45], a bare-bones multi-objective PSO (BBPSO) has been
applied where the particles’ position is randomly picked from
the Gaussian distribution with the mean of the personal and
global best positions. In [46], BBPSO has been combined
with a directionally chaotic search where it was applied as
tuning operator for locating optimal solution. Despite the
great effectiveness of these studies [42], [43], [44], [45], [46].
Several practical items in power systems were completely
ignored such as the constraints of voltage nodes, the reactive
power capability through the system, and the power flow
through the lines.

In the current paper, a modified crow search optimizer
(MCSO) is proposed for solving the combined EEPF prob-
lem. It is applied on three test systems with different sizes
and objective functions.

The salient features of this paper can be concluded as:
• A parametric analysis of the CSO algorithm is executed
for minimizing the fuel generation costs to extract its
best values.

• A proposed MCSO incorporates the enchanting
feature of the NBA of their local search ability into
the CSO.

• A comparative study is executed for handling single and
bi-objective functions.

• The proposed MCSO is evolved incorporating external
archive and dominance comparison to handle the
multi-objective EEPF formulations.

• The hypervolume indicator is added to check the
Multiobjective approach capability.

• The proposed optimizer is developed and tested to
solve the EEPF problem on the standard IEEE 30 bus
and a practical Egyptian West Delta power grid
(WDPG).

• The scalability of the proposed method is validated on
the IEEE 118-bus test system.

• The simulation results are compared with other previous
reported algorithms which demonstrate the outperfor-
mance of MCSO in terms of its solution quality and
robustness.
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II. FORMULATION OF THE COMBINED EEPF PROBLEM
Generally, the combined EEPF problem represents the simul-
taneous optimization of bi-objective functions related to the
fuel generation costs and emissions while maintaining dif-
ferent equality and inequality constraints. Here, the inde-
pendent/decision variables arethe active power outputs of
the generators (Pg1, Pg2, . . . . . . PgNg), generator voltages
(Vg1, Vg2, . . . . . . ., VgNg), transformer tap settings (Tap1,
Tap2, . . . . . . , TapNt), and reactive power injection of switched
capacitors and reactors(Qc1, Qc 2, . . . . . . , QcNq) where, Ng,
Nt, and Nq are the number of generators, the number of
on-load tap changing transformers, and the number of the
VAR sources, respectively.

On the other side,the dependent variables are generally
load bus voltage magnitudes (VL1, . . . . . . , VLNPQ), generator
reactive power outputs of the generators (Qg1, Qg2, . . . . . . .,
QgNg), and transmission line loadings (SF1, . . . . . . , SFNF)
where, NPQ, and NF are the number of load buses, and the
number of the transmission lines, respectively.

A. PROBLEM MATHEMATICAL REPRESENTATION
The mathematical representation of the combined EEPF
problem is detailed as:

Min F = {J1(x,y),J2(x,y)....,Jm(x,y)} (1)

Subject to :

g(x,y) = 0 (2)

h(x,y) ≤ 0 (3)

where, F is the considered vector of m objectives; x is the
independent/decision variables; y is the dependent variables.

B. PROBLEM OBJECTIVES
Two types of objective functions are considered. The first
objective aims at reducing the fuel costs. The second type is
the emission minimization. The mathematical formulation of
these two types is represented as:

1) MINIMIZATION OF FUEL GENERATION COSTS
The fuel generation costs can be represented by simple
polynomial quadratic cost curve as follows:

J1 =
Ng∑
i=1

aiPg2i + biPgi + ci (4)

where, J1 refers to the fuel generation costs in $/hr; Pgi is the
MW active power output of each generator i; ai, bi, and ci are
the corresponding cost coefficients.

Considering the valve point loading effect that is charac-
terized and accompanied with multiple ripples, as in practical
power system,muchmore complex, nonconvex and nonlinear
in the fuel cost of each generating unit is presented. In view
of this regard, costs of fuel generation can be modeled as the
polynomial quadratic costs in addition to rectified sinusoids

and it is expressed as:

J2 =
Ng∑
i=1

aiPg2i + biPgi + ci + |ei( sin fi(Pgi,min-Pgi) )| (5)

where, J2 refers to the fuel generation costs with valve
point loading effect in $/hr; Pgi,min is the lower limit of the
active power output; ei, and fi are the valve point loading
coefficients.

2) MINIMIZATION OF EMISSIONS OF THE POLLUTANTS
Fossil-fueled generators are the key source of atmospheric
contaminants in electrical power systems where sulphur
oxides (Sox), second carbon oxide (CO2) and nitrogen
oxides (NOx) are released. The total ton/hr emissions (J3) of
these pollutants, in terms of the output power can be mod-
eled as the exponential and quadratic function summation as
follows:

J3 =
Ng∑
i=1

(γiPg2i + βiPgi + αi)/100+ ζie
λiPgi (6)

where γi, βi, αi, ξi, and λi are the emission coefficients of the
atmospheric pollutants.

C. SYSTEM CONSTRAINTS
The previous objective functions are subjected to two set of
constraints: equality and inequality constraints. The equal-
ity constraints represent the active and reactive power bal-
ance constraints while the inequality constraints represent
the operational bending constraints. The formulation of these
constraints is expressed as:

1) EQUALITY CONSTRAINTS
The load flow balance equations are usually taken as the
equality constraints as follows:

Qgi − QLi + Qci − Vi

Nb∑
j=1

Vj(Gijsinθij − Bijcosθij) = 0,

i = 1, 2, ...NPQ (7)

Pgi − PLi − Vi

Nb∑
j=1

Vj(Gijcosθij + Bijsinθij) = 0,

i = 1,... Nb − slack (8)

where, θij is phase angle differences between bus i and j;Nb
is the number of buses; PL and QL represent the active
and reactive power demand, respectively; Gij and Bij are
mutual conductance and susceptance between bus i and j,
respectively.

2) INEQUALITY CONSTRAINTS
Moreover, the choice of control variables must respect the
following operational constraints as follows:

Pgmin
i
≤ Pg

i
≤ Pgmax

i
, i = 1, 2,....... Ng (9)
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Vgmin
i
≤ Vg

i
≤ Vgmax

i
, i = 1, 2,....... Ng (10)

Qgmin
i
≤ Qg

i
≤ Qgmax

i
, i = 1, 2,....... Ng (11)

Tapmin
k ≤ Tapk ≤ Tapmax

k , k = 1, 2,....... Nt (12)

Qcmax
q ≤ Qcq ≤ Qcmax

q , q = 1, 2,....... Nq (13)

Vmin
Li ≤ VLi ≤ Vmax

Li , i = 1, 2,....... NPQ (14)

|SF| ≤ Smax
F , L = 1, 2,....... Nf (15)

where the ‘‘min’’ and ‘‘max’’ superscripts indicate the
minimum and maximum limits, respectively.

III. PROPOSED HYBRID SEARCH OPTIMIZERS
A. CROW SEARCH ALGORITHM
The salient feature of crows lies in their intelligence behavior
of storing the excess food in hiding positions and retrieves it
when it is needed. Therefore, the crows are searchers for dif-
ferent positions (solutions) in the environment (search space)
in order to find the best food source (the optimal solution of
optimization problems) [35].

The CSO is initialized step after identifying the population
size (flock size) of crows and maximum number of iterations.
Their initial positions over the d-dimensional search space are
randomly scattered. The memory of each crow is initialized
at their initial positions since the crows initially have no expe-
riences where they have hidden their foods. After evaluating
the fitness function of each crow, new position (xi,t+1) of each
crow (i) is generated where it randomly selects another one
(j) of the flock crows and follows it to discover the position
of the foods hidden by this crow. The new position of crow
(i) is updated as follows:-

xi,t+1 =

{
xi,t + ri.fl i,t.(mi,t-xi,t) if rj ≥ APj,t

a random position otherwise
(16)

where rj and ri represent random numbers between 0 and 1,
t represents the present iteration number, fli,t represents the
flight length, and APj,t is the awareness probability of crow
(j) at iteration (t). It is set to constant value of 0.1 through the
iterations. After that, the bounds of the new position of each
crow are checked and if there is a violation, the crow moves
to a new position randomly within the search space. Then,
the new fitness function is computed. The memory (mi,t+1)
of each crow (i) is updated as follows:

mi,t+1

=

{
xi,t+1 if fitness (xi,t+1) is better than fitness (xi,t)
mi,t otherwise

(17)

Thus, the crow updates its memory by the new position if
its new value of fitness function is better than its concerned
value of the memorized position. This process of updating
the crows’ positions and memories are repeated until the
maximum number of iterations is reached.

CSO is easier to implement as it has few parameters to be
adjusted which are awareness probability and flight length.
They effect on directing and controlling the search space into

local search and global search areas during the consecutive
iterations. The probability of searching around the neigh-
borhood of the current good solutions increases with higher
values of the awareness probability where the probability
of searching on a global scale increases by decreasing it.
Added to that, the values of flight length control most of
the directions and the added increments of the discrimination
between the best memorized position and the last position in
each generation.

B. CONSTRAINTS HANDLING AND FITNESS FUNCTION
EVALUATION
For handling the combined EEPF problem, two types of
constraints are generally considered which are the equality
constraints and the inequality constraints as explained before.
In this study, the load flow balance equations of the electric
power system, which represented the equality constraints, are
handled inherently by solving the load flow problem using
Newton Raphson method since it converges to a solution only
if the load flow balance equations are achieved.

The Newton-Raphson (NR) load flow dependent tool is
used in this paper to ensure the achievement of the power
balance equations (7) and (8). Power flow computing, which
defines the steady state of a system, is a main technique
for network operators. The load flow is used to determine
whether the power network can work adequately for the
specified consumption and generation. Also, load flow equa-
tions are fulfilled in electrical network planning, control and
operation [47].The load flow is the problem of calculating
the voltage magnitudes and the angles for all buses of the
power system where the power generation and consumption
are achieved. Thus, the balance equations of the power gen-
eration and consumption for all buses and consequently the
whole system is performed. Over the years, different control
flow solution methods have been used. The NR method
considers 2 distinct mismatch components: power and current
balance equations and 3 distinct coordinate forms of complex,
polar and cartesian. This results in six separate variations
of the NR method. The NR tool is very effective to add
to three-phase power flow problems and can be applied in
MATPOWER [48].

For the other constraints related to the operational limits
in the power system, they can be divided into the constraints
of the control and dependent variables. The control variables
begin to satisfy their limits but if any of them is outpaced
during the iterations, it is regenerated randomly within the
acceptable range below. On the other hand, using quadratic
penalty terms, the dependent variables constraints in the con-
sidered fitness function are augmented. The solution in the
next iteration, on this basis, which causes any violation in the
constraints of the dependent variables, could not be chosen.
Thus, the fitness function (F) is mathematically expressed as
follows:
F = J+ ψv

∑
NvV

1V2
L + ψQ

∑
NvQ

1Qg2 + ψSF

∑
NvSF

1S2F

(18)
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where, 1VL, 1Qg, and 1SF are expressed as follows:

1VL =

{
Vmin
L − VL if VL < Vmin

L

Vmax
L − VL if VL > Vmax

L
(19)

1Qg =

{
Qgmin

− Qg if Qg < Qgmin

Qgmax
− Qg if Qg > Qgmax (20)

1SF = Smax
F − SFif SF > Smax

F (21)

C. MODIFIED CROW SEARCH ALGORITHM
By remarking the update process of the CSO in Eq. 16,
the new positions of the crows are generated based on the
multiplied difference between the memorized position and
a selected position of a randomly followed. Although this
update process achieves good diversity in the solutions,
kindly convergence, and global search ability, it suffers from
the lack of local search capability. The CSO incorporates the
enchanting NBA’s feature of their local search ability [41].
In order to improve the CSO, its update process (Eq. 16) is
modified by supporting the local search around the global
best position (xg) and so the new position (xi,t+1) of each crow
(i) is produced as follows:-

xi,t+1

=


xi,t + ri.fl i,t.(mi,t-xi,t) if rj≥APj,t

xg,t+
5 ∗ rand
1000

∗ (xU−xL) if rj<APj,tand rand≥ rand

a random position otherwise
(22)

where xL and xU are the lower and upper limit of the crow’s
position which are specified related to the control variables
at iteration (t). Using the proposed MCSO, the local search
ability around the global best position (xg) is incorporated and
so the CSO performance is improved.

Fig. 1 demonstrates the major stages of the proposed
MCSO for handling the single objective EEPF. From this
figure, the MCSO framework can be summarized in the
following steps:

Step 1: Specifying the parameters of the optimization
method as: N, fl, AP and iter max.
Step 2: Initializing the crows’ positions are randomly

scattered over the d-dimensional search space.
Step 3: Checking the boundary limits of the crows’

positions.
Step 4: Evaluate each crow fitness function of as Eq. (19).
Step 5: Updating the crows ’memories as Eq. (17).
Step 6: Extraction of the best position.
Step 7: Checking the maximum number of iterations. If it

is reached, print the output results. Else, go to the next step.
Step 8: Updating the crows’ positions as Eq. (22) and go to

the step 3.

D. MULTI-OBJECTIVE MODIFIED CROW SEARCH
ALGORITHM
To validate the proposed MCSO in handling the multi-
objective combined EEPF Framework, the proposed MCSO

FIGURE 1. Proposed MCSO for handling the single objective EEPF.

is evolved incorporating external archive and dominance
comparison. The Pareto dominance is utilized in two phases.
The first one is the evolution of crow’s memory where each
crow compares the new position with its memorized one as
follows:

mi,t+1
=

{
mi,t+1if xi,t dominates xi,t+1

xi,t+1 otherwise
(23)

Added to that, an external archive is established to keep
the non-dominated solutions. In each iteration, the updated
memorized positions are added to the archive and they are
compared to remove the dominated solutions. If the archive is
oversized, some of them is deleted based on themost crowded
portions [49]. Moreover, the update of Xg,t in Eq. (22) can
be taken from the archive to support the lowest crowded
portions.

For the multi-objective combined EEPF problem, two
minimization objectives are considered which are the fuel
generating costs and environmental emissions. The fuel
generating costs is formulated with the simple quadratic
model and the sinusoid valve-point loading as expressed
in Eqs. (4) and (5), respectively whereas, the environmen-
tal emissions are modeled as in Eq. (6). Thus, the pro-
posed MCSO will give a set of pareto optimal solutions.
In order to extract the best compromise solution, a member-
ship function (µi) can be assigned for each objective function
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FIGURE 2. MCSO for handling the multi-objective EEPF.

as follows: -

µi(Ji) =


1, Ji ≤ Jmin

i
Jmax
i -Ji

Jmax
i -Jmim

i

, Jmin
i ≤ Ji ≤ Jmax

i

0, Ji ≥ Jmax
i

(24)

Then, a distinguished solution is excerpted using a fuzzy
based mechanism which acquires the maximum membership
(µq) as follows: -

µq
=

m∑
i=1
µi(J

q
i )

n∑
q=1

m∑
i=1
µ(Jqi )

(25)

where, q, m, and n refer the output solution related to the non-
dominated Pareto set; number of objectives, and number of
compromise solutions, respectively. Fig. 2 demonstrates the
major stages of the proposed MCSOfor handling the multi-
objective EEPF. From this figure, the MCSO framework for
handling the multi-objective EEPF can be summarized in the
following steps:

Step 1: Specification of N, fl, AP and itermax.
Step 2: Initializing the crows’ positions are randomly

scattered over the d-dimensional search space.

TABLE 1. Cost coefficients for the IEEE 30-bus test system.

TABLE 2. Emission coefficients for the IEEE 30-bus test system.

FIGURE 3. Effect of varying CSO parameters for minimizing the fuel
generation costs.

Step 3: Initializing an empty archive to store the
non-dominated solutions.

Step 4: Checking the boundary limits of the crows’
positions.

Step 5: Evaluating each crow fitness function of as
Eq. (19).

Step 6: Updating the crows ’memories via Eq. (23).
Step 7: Updating the archive to store the non-dominated

solutions.
Step 8: Remove some solutions from the archive if it

becomes full.
Step 9: Extraction of the best compromise position.
Step 10: Checking the maximum number of iterations. If it

is reached, go to step 12. Else, go to the next step.
Step 11: Updating the crows’ positions as Eq. (22) and go

to the step 4.
Step 12: Apply Eqs. (24-25) to extract the best solution and

print the output results

E. PARAMETRIC ANALYSIS OF CSO
For CSO algorithm, two parameters are necessary to be
adjusted which are the awareness probability and flight
length. In this section, a parametric analysis of varying them
is studied for minimizing the fuel generation costs and thus
the optimal tuning of the awareness probability (AP) and the
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TABLE 3. Optimal results of CSO, NBA, and MCSO for Cases 1-3.

flight length (fl) is extracted. Various combinations of AP and
fl with different values is utilized and the CSO program is
run for each combination to minimize the quadratic model of
the fuel generation costs (Eq. 4) and the related percentage
reduction is evaluated as follows:-
Percentage reduction of fuel costs

=
Finitial − Foptimal

Finitial
× 100 % (26)

where, Foptimal denotes the optimal value of the fuel costs that
acquired using CSO and Finitial is the fuel costs respect to the
initial condition.

IV. SIMULATION RESULTS
A. TEST SYSTEMS
In this section, three test systems are considered to check the
capability of the proposed optimizers. These systems are: the
standard IEEE 30 bus, the West Delta power grid (WDPG)
as a portion of the Egyptian system and the large scale IEEE
118-bus test system. The IEEE 118-bus is considered to prove
the scalability of the proposed solution methodology.

The first system is the IEEE 30 bus which consists
of 30 buses, 41 lines, 6 generators, 4 on-load tap changing
transformers and 9 capacitive sources. The data for buses,
transmission lines, and the minimum and maximum limits
of reactive power generations are taken from [48]. The max-
imum and minimum values for the generator voltage are
1.1 and 0.95 p.u., respectively. The maximum and minimum

voltages for the load buses and tap changing transformer
are considered to be 1.05 and 0.95 p.u., respectively. Cost
coefficients, emission coefficients are given in Tables 1 and
2. The VAR injections of the capacitive sources are limited by
5MVA. The 2nd system is the practicalWDPGwhich consists
of 52 buses, 108 lines and 8 generators [50], [51]. The upper
and lower voltages equal 1.06 and 0.94 p.u., respectively. The
lower and upper boundaries for all generators are 10 MW
and 250 MW. The upper limit of Generator at bus 5 equals
375 MW.

The third test system is the large-scale power network
includes 54 generators, 118 buses, 14 Var compensators, 186
branches, and 9 transformers tap which means 130 control
variables. This system is tested to show the scalability degree
of the proposed approach.

The simulation runs were performed for CSO, NBA, and
MCSO with NP = 50, and maximum of 300 iterations. The
archive size equals 100 nondominated solution. The proposed
MCSO, CSO, and NBA are developed MATLAB environ-
ment. Appendix A reports the parameters of various tested
methods.

B. CASES STUDIED
Single and Multiobjective cases are considered as:
Case 1: aims at minimizing the quadratic fuel costs,
Case 2: aims at minimizing the non-smooth sinusoidal

fuel costs. The effect of the valve point loadings of thermal
generators is considered as Eq. 5.
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FIGURE 4. Convergence characteristics of CSO, NBA and MCSO for Case 1.

TABLE 4. Comparison results for minimizing the fuel costs (Case 1).

Case 3: aims at minimizing the pollutant emissions,
the summation of quadratic and exponential function in terms
of the output power (Eq. 6) is considered which represents the
total ton/hr emissions of these environment pollutants.
Case 4: Bi-objective minimization of quadratic fuel costs

(J1) and environmental emissions (J3) are simultaneously
optimized together.
Case 5: Bi-objective minimization of fuel costs with

sinusoids (J2) and environmental emissions (J3) are
simultaneously optimized.

C. PARAMETRIC ANALYSIS OF CSO
Fig. 3 displays the effect of utilizing different values of AP
and fl for minimizing the fuel costs where AP is varied from
0 to 0.4 with step 0.05, and simultaneously fl is varied from
0 to 3 with step 0.5. As shown, the optimal tuning of both AP
and fl to be within the ranges [0.2-0.4] and [1.5-3], respec-
tively in solving the EEPF problem. From this conclusion,
the control parameters for CSO can be taken simply with AP
= 0.3 and fl = 2.

D. SIMULATION RESULTS FOR IEEE 30 BUS SYSTEM
1) RESULTS OF SINGLE OBJECTIVE CASES
In the first case, the minimization of the quadratic model of
the fuel generation costs (Eq. 4) is considered. The proposed

FIGURE 5. Convergence characteristics of CSO, NBA and MCSO for Case 2.

FIGURE 6. Convergence characteristics of CSO, NBA and MCSO for Case 3.

MCSO, CSO and NBA have been run for Case 1 and the
optimal results are tabulated in Table 3. In addition, the con-
vergence characteristics related to them for this objective
over iterations is shown in Fig. 4. Table 3 and Fig. 4 evince
that the minimum fuel cost is obtained using the proposed
MCSO that the fuel costs of generation units is reduced from
901.96 $/hr to 799.3332 $/hr compared with the initial case.
On the other side, the fuel costs of generation units using
CSO and NBA is minimized to 799.8266 $/hr, and 799.7516
$/hr compared with the initial case. Also, the outperformance
of the proposed MCSO over various reported techniques for
minimizing the quadratic model of the fuel generation costs
is demonstrated in Table 4 since the obtained value using
the proposed MCSO (799.3332 $/hr) is quite competitive and
better than most of reported techniques that are previously
cited.

In the second case, the non-smooth cost curve of the
fuel generation costs is considered which introduces more
nonlinearity in the fitness function. The effect of the valve
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FIGURE 7. Pareto solutions attained by the proposed MCSO for Case 4.

TABLE 5. Extracting the best compromise solution based on fuzzy based
mechanism (Case4).

FIGURE 8. Pareto solutions attained by the proposed MCSO for Case 5.

point loadings of thermal generators is considered as Eq. 5.
Table 3 shows the optimal control variables of the pro-
posed CSO, NBA, and MCSO for Case 2, and Fig. 5 plots
the regarding convergence characteristics for minimizing the
sinusoidal fuel costs over iterations. It can be noticed from
Table 3 and Fig. 5 that the best fuel costs are obtained
using the proposed MCSO that the fuel costs of generation

TABLE 6. Statistical results for Cases 1-3.

FIGURE 9. Optimal J1 attained by the compared optimizers for Case 1.

TABLE 7. Hypervolume indicators of CSO and MCSO for Cases 4 and 5.

units is reduced from 960.22.96 $/hr to 833.8211$/hr com-
pared with the initial case. On the other side, the fuel costs
of generation units using CSO and NBA is minimized to
834.9663 $/hr, and 835.19554 $/hr compared with the initial
case.

In the third case, the summation of quadratic and exponen-
tial function in terms of the output power (Eq. 6) is considered
which represents the total ton/hr emissions of these pollutants
in the environment. Table 3 shows the related results of
the proposed CSO, NBA, and MCSO for Case 3 and the
convergence of this objective is depicted in Fig. 6. As shown,
the acquired results using the proposed MCSO algorithm
outperforms the above CSO and NBA. This confirms the
effectiveness and potential of the proposed MCSO in solving
the EEPF problem.

The computational burdens of CSO, NBA, proposed
MCSO for Cases 1, 2 and 3 are measured in Table 3.
They are estimated via the taken seconds per each itera-
tion along with the NR load flow tool. It indicates that
the operating times for the applied algorithm is not con-
siderably different whereas the developed MCSO provides
the least time by 0.27176, 0.2717 and 0.2698 seconds for
the three cases respectively. This is key to the opportunity
to target the quest for the right candidate in the previous
iteration.
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TABLE 8. Optimal results of CSO, NBA, and MCSO for minimizing the fuel costs (Case 1).

2) RESULTS OF BI-OBJECTIVE COMBINED EEPF
OPTIMIZATION
Bi-objective combined EEPF optimization problem is han-
dled considering simultaneously two objectives. The pro-
posed MCSO (Fig. 2) are applied where the archive size is
fixed at 100 nondominated solutions. In Case 4, the pro-
posed MCSO are carried out for minimizing the quadratic
model of the fuel generation costs (J1) and the environmental
emissions (J3). Therefore, Pareto solutions are attained by
running the proposed MCSO as depicted in Fig. 7. As shown,
the contour of the improvements in the Pareto solutions are
declared from one-third to full maximum iterations. It can be
noticed that the obtained solutions have good diversity which
demonstrate wide possible operating points to the power
system operator.

The best compromise is extracted by fuzzy based mecha-
nismwith fuel cost and environmental emissions of 814.3 $/hr
and 0.2837 ton/hr, respectively. For this case, Table 5 shows
the methodology of extracting the best compromise solution
based on fuzzy based mechanism. As shown, the maximum
values of the fuel costs and the emissions are 946.7386
$/hr and 0.37024 ton/hr, respectively. Based on these values,
the evaluation of the membership values for each objective
and each solution is carried out. Then, the best compromise
solution is extracted that has the maximum membership (µq)
of 0.016763.

In Case 5, the fuel costs considering the valve point load-
ings (J2) and the environmental emissions (J3) are simulta-
neously considered as bi-objective functions. The procured
Pareto set for this case is illustrated in Fig. 8. As shown,
the improvements in the Pareto solutions are guaranteed with
good diversity to validate wide possible operating points
to the power system operator. The best compromise can
be extracted by fuzzy based mechanism with fuel cost and
environmental emissions of 857.5 $/hr and 0.2974 ton/hr,
respectively.

3) STATISTICAL COMPARISON
To analyze the robustness performance of the proposed
MCSO, CSO and NBA. They have been run for Cases 1,
2 and 3 for 30 times and an assessment via the acquired
average value, the standard deviation (STD) and the standard
error (STE) are calculated in Table 6. The acquired average
of the proposed MCSO is always the minimum where it has
the lowest STD and STE. Additionally, Fig. 9 displays the
obtained optimal objectives for Case 1. As shown, the pro-
posed MCSO has greater stability and outperformance over
CSO and NBA as it is always capable to find the minimum
value.

Hypervolume is one of the most popular indicators in
evaluating the comprehensive performance of MCSO for
Cases 4 and 5. Table 7 illustrates this indicator to investi-
gate the quality of the Pareto-optimal solutions obtained by
CSO and MCSO for Cases 4 and 5 considering a reference
point of 1000 $/hr and 100 ton/hr. As shown, the proposed
MCSO declares better performance than CSO for both cases.
The proposed MCSO has the highest value of hyber volume
indicators of 0.1956 and 0.1619 whereas the CSO obtains
hyber volume indicators of 0.194 and 0.1477 for Cases 4
and 5, respectively.

E. SIMULATION RESULTS OF WDPG
1) COMPARATIVE RESULTS
The second system is the practical WDPG which consists
of 52 buses, 108 lines and 8 generators [50], [51]. The
maximum and minimum values for the generator voltage are
1.06 and 0.94 p.u., respectively. For this system, the mini-
mization of the quadratic model of the fuel generation costs
(Eq. 4) is considered. The proposed MCSO, salp swarm
algorithm (SSA) [49], NBA, CSO, GWO [53], and improved
spotted hyena optimizer (ISHO) [54] have been run and the
optimal results are tabulated in Table 8. In addition, the con-
vergence characteristics related to them is shown in Fig. 10.

43116 VOLUME 9, 2021



A. M. Shaheen et al.: MCSO for Solving Non-Linear OPF Problem With Emissions

FIGURE 10. Convergence characteristics for minimizing the quadratic fuel
costs.

TABLE 9. Statistical results for minimizing the fuel costs (Case 1).

FIGURE 11. Power flow through the lines versus the maximum limits.

Table 8 and Fig. 10 evince that the minimum fuel cost is
obtained using the proposed MCSO that the fuel costs of
generation units is reduced from 25098.7 $/hr to 22955.55
$/hr compared with the initial case. In addition, the assess-
ment of their statistical comparison in Table 9 shows
that the capability of the proposed MCSO in finding
the minimum compared to the others with a small STD
value.

2) DISCUSSION ON THE VIOLATION OF THE CONSTRAINTS
For all applied algorithms, the power flow through the lines
versus the maximum limits are displayed in Fig. 11. Added
to that, Fig. 12 depicts the per unit voltages of the buses
versus the considered limits. Also, Fig. 13 shows the gen-
erated reactive power outputs versus the considered limits.

FIGURE 12. Per unit voltages of the buses versus the considered limits.

FIGURE 13. Generated reactive power outputs versus the considered
limits.

From these figures, it is clear that there is no violation
in the constraints for all applied algorithms. This elu-
cidates the high effectiveness in obtaining high quality
solutions.

F. SIMULATION RESULTS OF IEEE 118 BUS SYSTEM
In this section, the third system called IEEE 118-bus test sys-
tem is used to prove the scalability of the proposed method.
The CSO, NBA and the proposed MCSO are applied to
minimize the fuel costs and the regarding outputs are tabu-
lated in Table 10. Also, their convergence characteristics are
displayed in Fig. 14. FromTable 10 and Fig. 14, the minimum
fuel cost is obtained using the proposed MCSO that the fuel
costs of generation units areminimized to 129873.6 $/hr com-
pared to 130175.7 $/hr by the CSO, and 130328$/hr by the
NBA. Table 11 illustrates a comparison between the obtained
costs based on the proposedMCSO and other reported results.
As shown, great effectiveness of the proposed MCSO in
finding the least costs.

Finally, the improvement of the CSO can be highlighted
as:
• For single objective EEPF, its update process is sup-
ported via the local search ability around the global best
position. While for multi-objective EEPF, the update
process is supported via dominance preference in the
evolution of crow’s memory.
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TABLE 10. Output results for minimizing the fuel costs for IEEE 118 bus network.

FIGURE 14. Convergence characteristics for IEEE 118 bus system.

• The proposed MCSO is evolved incorporating external
archive to store and upgrade the non-dominated
solutions for handling the multi-objective EEPF.

TABLE 11. Comparative results of IEEE 118 bus system for fuel cost
minimization.

V. CONCLUSION
In this paper, a modified approach of crow search opti-
mizer (MCSO) is developed for solving the combined
EEPF problem. The combined EEPF problem is handled
considering the quadratic polynomial fuel generation costs,
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the valve point loading effect, and emissions. For this tar-
get, the proposed MCSO incorporates the enchanting NBA’s
feature of their local search ability into the CSO. Not only
that but the proposed MCSO is also involved with an exter-
nal archive and dominance comparison. Also, a parametric
analysis of the CSO algorithm is executed for minimizing
the fuel generation costs to extract its best values. Moreover,
a comparative study of CSO, NBA, and MCSO in solving the
EEPF problem with different objective functions, and they
are tested to solve the EEPF problem on the standard IEEE
30 bus and a practical West Delta power grid. The scalability
of the proposed method has been approved on the IEEE
118-bus test system as a large-scale power system. The sim-
ulation results of the proposed MCSO for minimizing the
quadratic model of the fuel generation costs are compared
with the other heuristic methods that were informed in the
literature and demonstrated its effectiveness and superior-
ity. The statistical comparative study between CSO, NBA
and MCSO for solving various EEPF optimization problems
establishes the MCSO’s high degree of robustness in all the
studied cases in terms of its acquired objectives are much
trustable than CSO and NBA. The hypervolume indicator
proves the high capability of the proposed MCSO compared
with the CSO method for multiobjective cases. The future
works of this study can be extended to involve the influence of
various types of reactive power resources based flexible AC
transmission systems. Applications of optimal power flow
problem in virtual power plants. Also, dealing with emer-
gency events and assure the capability of the power genera-
tion settings after the occurrence of emergency events. Also,
applications of new optimization methods can be considered
as extension in the viewpoint of solution methodology.

APPENDIX A
Table 12 shows the control parameters of the developed
optimization algorithms NBA, CSO, and MCSO.

TABLE 12. Control parameters of NBA and MCSO.
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