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ABSTRACT In this study, a new technique is proposed to forecast short-term electrical load. Load
forecasting is an integral part of power system planning and operation. Precise forecasting of load is
essential for unit commitment, capacity planning, network augmentation and demand side management.
Load forecasting can be generally categorized into three classes such as short-term, midterm and long-term.
Short-term forecasting is usually done to predict load for next few hours to few weeks. In the literature,
various methodologies such as regression analysis, machine learning approaches, deep learning methods and
artificial intelligence systems have been used for short-term load forecasting. However, existing techniques
may not always provide higher accuracy in short-term load forecasting. To overcome this challenge, a new
approach is proposed in this paper for short-term load forecasting. The developed method is based on the
integration of convolutional neural network (CNN) and long short-term memory (LSTM) network. The
method is applied to Bangladesh power system to provide short-term forecasting of electrical load. Also,
the effectiveness of the proposed technique is validated by comparing the forecasting errors with that of some
existing approaches such as long short-term memory network, radial basis function network and extreme
gradient boosting algorithm. It is found that the proposed strategy results in higher precision and accuracy
in short-term load forecasting.

INDEX TERMS Short-term load forecasting, convolutional neural network, long-short-term memory
network, Bangladesh power system, evaluation metrics.

I. INTRODUCTION
Accurate forecasting of electrical load is crucial for formulat-
ing the planning and operational strategies of power genera-
tion, transmission and distribution systems. Unit commitment
and scheduling of the power plants significantly depend on
the precise forecasting of load [1]. Also, operational cost
cannot be estimated without accurate load prediction. Load
forecasting is generally classified into three categories. These
are short-term load forecasting, which predicts load for next
few hours to fewweeks;midterm load forecasting, which usu-
ally covers a week to a year; and long-term load forecasting,
which predicts load for more than a year [2]. Day-ahead load
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prediction, which is imperative for power system operation
and control, is done through short-term load forecasting.

Short-term load forecasting (STLF) is performed via var-
ious techniques in the literature. These procedures can be
broadly divided into two groups such as traditional and artifi-
cial intelligence-based techniques. In traditional approaches,
statistical methods are mostly used [3]. These include mul-
tiple linear regression [4], [5], exponential smoothing [3]
and autoregressive integrated moving normal (ARIMA) [6]
algorithms. Note that due to characteristics of non-linear
features of time series univariate load data, the above-
mentioned techniques do not always satisfactorily perform in
STLF [6]–[8].

To mitigate this issue, machine learning based strategies
are evolved and extensively used in STLF [9] These methods
encompass clustering method [10], support vector machine
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(SVR) [11], fuzzy logic framework [12], artificial neural
network (ANN) [13]–[16], radial basis functional network
(RBFN) [17] and hybrid methods [18], [19].

It has been reported in [20] that a kernel-based SVRmodel
can be used for forecasting electric load. The developed
model provides a novel approach for selecting kernel func-
tion of SVR model. The performance of the network
is assessed by the real-world case of the Australia and
California Power Grid. In [21], a method of hourly load
forecasting using fuzzy logic has been presented. The load
forecasting has been done using the one-year data from the
large-scale power system. The proposed methodology uses
fuzzy rules to incorporate historical load data with time
and day, where day means weekend or weekdays. The aim
of this work is to determine the probable load curve of a
particular day by observing one-year data from large-scale
industry.

In [22], an effective method based on ANN strategies
fortified by a wavelet de-noising algorithm is developed to
predict the short-term load demand. The obtained results
from the proposed approach exhibit that it considerably
increases the accurateness of prediction. In recent times,
deep learning approaches have drawn a special attention
because of having a greater number of hidden layers,
which enables these models to deal with the complicated
non-linear patterns [23], [24]. In [25], a wind power fore-
casting (WPF) of six-month-ahead is presented using a
machine learning based algorithm. To train the WPF model,
tree-based algorithms is applied, which includes decision
tree, bagging, random forest, boosting (AdaBoost), gradient
boosting, and extreme gradient boosting (XGBoost). The
proposed framework provides prominent performance and
accuracy in wind power forecasting of Ghadamgah wind
farm.

In addition, recurrent neural network (RNN) is employed
for STLF because of its effective learning ability to capture
the non-stationary load data pattern. In [26], a RNN algorithm
is implemented for domestic load forecasting that gives better
performance in terms of root mean square error (RMSE).
A modern load forecasting methodology using RNN is intro-
duced in [27], which deploys a concept of one-step-ahead.
The proposed method gives acceptable performance in low
power demand and high power demand region. It also exhibits
the smaller fluctuations in different regions compared to the
other models. Note that vanishing gradient and exploding
gradient problem arise in RNN, which reduce the prediction
accuracy. Moreover, gated recurrent unit network (GRUN)
has been extensively used in the recent years due to the
absence of vanishing gradient problem [28]. In [29], a GRUN
based algorithm is proposed for STLFwith multi-source data.
The mean average percentage error (MAPE) obtained from
this network is minimum, which outperforms other current
methods. In addition, long short-term memory (LSTM) net-
work has been taken into account to solve gradient vanish-
ing problems [30]. In [31], an effective methodology using
LSTM network is developed to make a precise forecasting

that is capable of handling more complex time series load
data with long-term dependencies. The proposed technique
outstrips other existing models. In conjunction with the above
techniques, convolutional neural network (CNN) has been
frequently used in the field of load prediction because of its
excellent ability to capture the trend of load data [32]. In [33],
a load forecastingmethodology based onCNNmodel is intro-
duced and compared with various artificial neural networks.
From the outcomes, it is reported that CNN based method
results in good accuracy in STLF. Moreover, for improving
the forecasting accuracy, time-dependent convolutional neu-
ral network (TD-CNN) and cycle-based LSTM (C-LSTM)
network have been implemented in the domain of STLF [34].
In [35], time-cognition CNN (TCMS-CNN) based multi-step
STLF procedure is proposed, which significantly improves
the prediction ability after extracting substantial and com-
plex features from the electric load sequences. It results in
precise outcomes in probabilistic forecasting that enables
robust simplification in electricity market bidding and spot
price calculation. An effective hybrid technique is imple-
mented in [36] for STLF in smart cities via modified
grasshopper optimization algorithm (MGOA) and locally
weighted support vector regression (LWSVR). Here, LWSVR
is used for getting stable performance and higher accuracy.
In addition, MGOA is implemented after some modification
in traditional GOA. Then, the performance of the devel-
oped LWSVR-MGOA is evaluated using different real word
dataset.

In light of the above discussion, both LSTM and CNN have
the capability to provide satisfactory results in short-term
forecasting of load [37]. Therefore, it is logical to anticipate
that integration of CNN and LSTM will further reduce the
forecasting error. Based on the recent works, it is found that
existing STLF approaches may not be always suitable due
to abrupt change in load demand. Also, in Bangladesh power
system, no fruitful method is yet implemented for forecasting
short-term load. Therefore, to mitigate the current challenges
and limitations of the existing techniques, further research is
still required.

Note that authors in [35] only consider individual house-
hold load forecasting of a Smart Grid Smart City (SGSC)
project. In contrast, the proposed algorithm of this paper can
forecast the load of an entire power system of a country in
different time horizon. To this end, this paper intends to make
the following contributions.
• A hybrid methodology to forecast short-term electrical
load is proposed. The methodology is based on the inte-
gration of CNN and LSTM network to take into account
the advantages of both techniques.

• The developed methodology is applied to Bangladesh
power system (BPS) for day-ahead and weak-ahead
forecasting of load. Note that currently, short-term load
forecasting is usually done via anecdotal evidences in
BPS. Therefore, actual and forecasted demands may
considerably mismatch that imposes additional chal-
lenges for network operators.
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The outcome of this paper will be beneficial for utilities
to perform short-term load forecasting more accurately. The
rest of the paper is organized as follows. Section II describes
the forecasting architecture. Then, Section III outlines the
proposed methodology. Next, Section IV shows the steps to
implement the proposed methodology Afterwards, Section V
contains simulation results and analyses, and finally section
VI concludes the paper.

II. FORECASTING ARCHITECTURE
A. LSTM ARCHITECTURE
A particular form of RNN network known as LSTM network,
can store past data in its memory unit. It is verymuch effective
for time series data prediction. A LSTM network contains
four basic components viz. cell, input gate, output gate and
forget gate. Information is transferred by the cell over random
time intervals. The gates trace the flow of the input and
output data from the cell. Gradient vanishing and exploding
problems obtained from RNN can be mitigated using LSTM
network. The basic configuration of a LSTM network is
shown in Fig. 1. The nodal outputs of a LSTM network are
computed as follows:

it = σ (Wi.
[
ht−1,xt

]
+ bi) (1)

ft = σ (Wf .
[
ht−1,xt

]
+ bf ) (2)

Ĉt = tanh(Wc.
[
ht−1,xt

]
+ bc) (3)

Ct = ft ∗ Ct−1 + it ∗ Ĉt (4)

ot = σ (Wo. [ht−1, xt ]+ b0 (5)

ht = ot ∗ tanh(ct ) (6)

where input variable at time t is denoted by xt . Further,
Wi,Wf ,Wc,Wo are known as weight matrices, it stands for
input gates; ft ,Ot and Ct represent forget gate, output gate,
and cell output, respectively. The sigmoid activation function
is specified by σ and ht is assigned for calculating hidden
state outputs at time t in vector structure. Besides, bi, bc, bf
and b0 refer to the biased values of different gates.

B. CNN ARCHITECTURE
A special type of neural network called CNN is recently used
to address STLF. This network is capable of handling long
time series data and gives promising performance. It basically
integrates two functions to form a third function using con-
volutional operation [32]. This operation can be computed as
follows.

s = (x ∗ w) (7)

where input function is denoted by x, w stands for weight-
ing function. Output of the convolution operation called
feature map in two-dimensional axis can be represented as
below.

s=(I ∗ K ) (i, j) =
∑

m

∑
n
I (m, n)K (i− m, j− n) (8)

A CNN comprises of three sections, namely convolutional
layer, pooling layer and dense layer. Moreover, convolutional

FIGURE 1. LSTM architecture, showing the three gates (input, output and
forget).

layer consists of three stages. In the first stage, convolution
operation takes place with the help of linear activation. The
second stage is called detector stage, which detects the activa-
tion function used in the first stage and rectified it into a linear
function.Then, pooling operation is taken place in the third
stage. To reduce the dimensionality of the time series data, a
pooling function is used which shortens the training time of
the network. It is also needed for down sampling the obtained
feature map without any change of the depth. Maximum
pooling operation of the pooling layer generally select the
maximum values obtained from the convolution layer and
launch it on the maximum pooling window. It differs from
convolutional layers’ parameter. However, various pooling
operation such as average pooling and minimum pooling are
mostly used when needed.

It can be summarized that values obtained from the convo-
lutional layer is sent to the pooling layer for the purpose of the
feature extraction. At the end of pooling stage, the output data
are required to be flattened and forwarded to the dense layer.
Eventually, it makes a one dimensional output sequence. This
model used back propagation algorithm for extending the
learning scheme of the network. Internal architecture of CNN
is shown in Fig. 2.

C. HYBRID CNN-LSTM NETWORK
LSTM and CNN are both outlined to deliver a high precision
forecasting. To this extent, it intends to implement a hybrid
neural network framework that is able to extract and facilitate
various hidden features of the load sequences to provide accu-
rate load forecasting. CNN-LSTM hybrid network basically
comprises of a convolution neural network module, a long
short-term memory module and a feature-fusion module.
A CNN-LSTM architecture is shown in Fig. 3. The original
historical electric load dataset is reassigned into two different
datasets. In addition, the CNN module is used to capture the
local trend of the load data pattern. It also flattened down
the samples into a single one-dimensional vector, which is
used as a single input time step to the LSTM layer. Generally,
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FIGURE 2. Internal architecture of CNN, showing the step by step
procedure.

FIGURE 3. A model of CNN-LSTM, representing general block diagram of
the network.

the LSTM module is designed to learn the long-term depen-
dencies of the load dataset. The final forecasting is produced
after a complete connection through dense layers.

III. PROPOSED METHODOLOGY
The steps of the proposed methodology are briefly described
as follows.

A. STEP 1: DATA FRAMING
In this step, historical load data are collected from a particular
region and null values are checked. The missing values need
to be adjusted with the trend of the load pattern obtained
from previous record. Thus, very good quality dataset can
be obtained and it has very less impact on performance of
forecasting. Then, a load dataset has to be divided into train-
ing and test sets for evaluating the proposed model. Collected
dataset are split into different standard weeks. Reformation of
this data frame is very much effective for defining the model,
which can predict the power consumption for the week-ahead
and month- ahead.

B. STEP 2: CONSTRUCTING MULTISTEP TIME SERIES
In the proposed model, electric load dataset has to be trans-
formed in the shape of [sample, time steps, features]. At first,

per sample, seven time steps are taken having one feature
for total daily power consumption of seven days. The infor-
mation of this pattern is not sufficient to train the network.
Therefore, it is needed to create more training information by
changing the problem to predict the next seven days given the
prior seven days, irrespective of the standard week. Secondly,
dataset is needed to be flattened at first and make eight-time
series sequences. Then, it is obligatory to iterate over the time
steps and divide the dataset into overlapping window, where it
moves along one-time step and predicts the subsequent seven
days. However, the test information from the data set remains
the same in every case.

C. STEP 3: BUILDING FORECASTING MODEL
It is needed to implement an encoder-decoder CNN-LSTM
model, which basically deals with the one-dimensional data
in the three-dimensional pattern. The CNN block of the pro-
posed model is defined via two convolutional layers, where
convolution done with the help of the kernel filter. The
first convolution layer reads the input series and projects its
sequences on to the features windows. The second convolu-
tion layer is operated for amplifying the features obtained
from the first layer. In the proposed model, the number of
feature maps is 64 per each convolutional layer with three-
time step kernel filter. A maximum pooling layer is generally
used for getting the values after two times convolutions in
the convolution layers. It is actually used for simplifying
the input features. In the proposed model, maximum pooling
operation has to be done by taking 1/4 of the values with the
original sequence. The results obtained from this operation
are then flattened into a long vector that is used as input to
the decoding process of LSTMunit followed by a dense layer.
This layer is used to provide the output. The developed model
for load forecasting is shown in the Fig. 4.

D. STEP 4: TRAINING THE PROPOSED MODEL
Proposed CNN-LSTM architecture is built using Keras,
an open-source neural network library, which is written in
Python. Afterwards, the model needs to be tested with dif-
ferent unseen data set to check the general applicability of
the model and enhance the performance. In the proposed
framework, the network is trained with the following hyper
parameters.

• Type of convolution: One dimensional
• No of filter: 64 with kernel size 3
• Activation: Rectified linear unit (RELU) for CNN,
LSTM and Dense layer

• Optimizer: Adam
• No. of hidden layer: 200 for LSTM
• No. of training iterations (epochs): 20
• Batch size: 16

With the above-mentioned hyper parameters, the proposed
model is verified from over-fitting problem by selecting low
bias and low variance. Flow chart of the proposed technique
is shown in Fig. 5.
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FIGURE 4. Proposed CNN-LSTM model; representing data selection mode, feature extraction mode
from CNN module, decoding process from LSTM module.

FIGURE 5. Flow chart of the proposed technique; data selection,
partitioned process, training set, test set, forecasting outcome and
validation.

FIGURE 6. Comparison of load forecasting results of BPS using different
networks for February 2019.

IV. IMPLEMENTATION OF PROPOSED METHODOLOGY
The following steps are followed while implementing the
proposed methodology to forecast electrical load.

A. STEP 1
Historical time series half-hourly electric load data of BPS
over six years (January 2014 – December 2019) are collected.
For the training process of the model, data of the first five
years (January 2014 – December 2018) are used. Then, sixth

FIGURE 7. Comparison of load forecasting results of BPS using different
networks for March 2019.

FIGURE 8. Comparison of load forecasting results of BPS using different
networks for July 2019.

FIGURE 9. Comparison of load forecasting results of BPS using different
networks for October 2019.

year data (January 2019 – December 2019) are utilized for
evaluating the performance of the proposed model. For train-
ing the developed CNN-LSTM network, the collected data
are divided into different segments with 7 days’ interval from
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FIGURE 10. Comparison of load forecasting results of BPS using different
networks for November 2019.

FIGURE 11. Comparison of load forecasting results of BPS using different
networks for 01-07 March 2019.

very beginning to with a view to create more training features
and avoid over-fitting problem. Data used for implementa-
tion of the proposed model is sufficient to learn the load
dependencies. Thus, themodel mitigates the under-fitting and
over-fitting issues.

B. STEP 2
The training data set of seven days’ interval is organized as:
[sample, time-steps, feature], where no. of sample = 260,
time steps = 7 and features = 8.

C. STEP 3
Processed data from step 2 is applied in the proposed
CNNLSTM model.

D. STEP 4
Proposed model is then trained with the processed electric
load data of BPSwith the layer specification described in step
4 in the previous section.

V. RESULTS AND ANALYSES
A. FORECASTING OUTCOMES
The trained proposed CNN-LSTM model and LSTM model
can predict load over different time horizons such as 24 hours,
one week and one month at half hourly intervals. The time
series load data from January 2014 to December 2019 con-
tains a total of 105168 data points (where each point holds
half hourly information). It is divided into 260 samples and
8 features with 7 time steps for producing more information
to train the network.

FIGURE 12. Comparison of load forecasting results of BPS using different
networks for 15-21 July 2019.

FIGURE 13. Comparison of load forecasting results of BPS using different
networks for 15-21 November 2019.

FIGURE 14. Comparison of load forecasting results of BPS using different
networks for 15-16 January 2019.

First five years load dataset (i.e. from January 2014 to
December 2018) is selected to train the proposed scheme. On
the other hand, test procedure is performed with the dataset
of 2019 (i.e. January 2019 - December 2019).

Forecasting results of BPS for various time horizons using
the developed algorithm are shown in Fig. 6 to Fig. 19. Also,
for comparison purpose, loads are predicted using LSTM
model. It can be observed form Fig. 6 to Fig. 19 that both
CNN-LSTM and LSTM model can predict the actual load
demand trend. However, the forecasting outcomes obtained
from CNN-LSTM are closer to the actual load patterns com-
pared to that of LSTM technique.

B. EVALUATION METRICS
To validate the proposed methodology, its performances are
compared to that of LSTM, RBFN and XGBoost approaches
in terms of error metrics (also known as evaluation metrics).
To this end, three types of error metrics such asMeanAverage
Error (MAE), Root Mean Squared Error (RMSE) and Mean
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FIGURE 15. Comparison of load forecasting results of BPS using different
networks for 11-12 March 2019.

FIGURE 16. Comparison of load forecasting results of BPS using different
networks for 07-08 July 2019.

Absolute Percentage Error (MAPE) are taken into account.
A better forecasting is indicated by the relatively lower values
of these metrics.

The mathematical expressions of the above error metrics
are given as follows.

MAE =
1
N

∑N

L=1
|(FL − YL)| (9)

MAPE =

∑N
L=1

∣∣∣ (FL−YL ) ∣∣∣
N

× 100 (10)

RMSE =

√
1
N

∑N

L=1
(FL − YL)2 (11)

where N is the number of data points in forecasted
load, FL denotes the magnitude of forecasted load and
YL stands for the magnitude of actual load at any
instant.

In addition, another indicator named coefficient of deter-
mination (R2) is considered for performance comparison.
It can be calculated as follows.

R2 = 1−

∑N
i=1 (FL − YL)

2∑N
i−1 (FL − AL)

2
(12)

where AL indicates the mean value of the observations.
Higher forecasting accuracy is obtained when the value of R2

is closer to 1.

C. PERFORMANCE CALCULATION USING EVALUATION
METRICS
By evaluating the MAE, RMSE, MAPE and R2 values,
the forecasting performances of various methods are com-
pared. It is found that the proposed CNN-LSTM network

FIGURE 17. Comparison of load forecasting results of BPS using different
networks for 01 April 2019.

FIGURE 18. Comparison of load forecasting results of BPS using different
networks for 15 July 2019.

FIGURE 19. Comparison of load forecasting results of BPS using different
networks for 07 September 2019.

outperforms LSTM, RBFN and XGBoost models in all time
horizons.

Note that a computer with the following specifications
is used to carry out simulations – Processor: Intelr core
(TM) i7-8550(1.9 Hz), RAM: 8 GB. The run time for
CNN-LSTM for 24 hour long forecast is approximately
25 minutes. In contrast, LSTM, RBFN, XGboost take 20,
17 and 13 minutes, respectively. Therefore, computational
burden for CNN-LSTM is reasonable compared to other
methods. Moreover, high configuration computer will take
less time to compute the results. The detailed results are given
below.

1) MONTHLY COMPARISON OF EVALUATION METRICS
The performance of the proposed CNN-LSTM network is
compared with LSTM network, RBFN, XGBoost algorithm
in terms of monthly MAE, RMSE, MAPE and R2 in Table 1.
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TABLE 1. Monthly MAE, RMSE, MAPE and R2 for LSTM, CNN-LSTM, RBFN and XGBOOST.

TABLE 2. Weekly MAE, RMSE, MAPE and R2 for LSTM, CNN-LSTM, RBFN and XGBOOST.

For instance, with the forecasted results in January 2019,
the LSTM network provides a MAE of 486.49, while the

proposed CNN-LSTM offers a MAE of 304.97. For the
month of February 2019, LSTM offers a MAE of 889.05,
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TABLE 3. MAE, RMSE, MAPE and R2 of 48 hours for LSTM, CNN-LSTM, RBFN and XGBOOST.

TABLE 4. MAE, RMSE, MAPE and R2 of 24 hours for LSTM, CNN-LSTM, RBFN and XGBOOST.

where MAE obtained from CNN-LSTM is 370.18. Simi-
larly, the proposed method results in less MAE with the
data forecasted data in October 2019. The similar trend is
also evident for other months. On average, the CNN-LSTM
provides 173.76, 330.2 and 3.07% less MAE, RMSE
and MAPE respectively compared to LSTM network. The
improvements are graphically illustrated in Fig. 20 to
Fig. 22. Also, R2 values are higher for CNN-LSTM
compared to other methods. Therefore, CNN-LSTM is

found to be more effective in short-term electrical load
forecasting.

2) WEEKLY COMPARISON OF EVALUATION METRICS
The weekly comparison of MAE, RMSE, MAPE and
R2 among the proposed CNN-LSTM, LSTM, RBFN and
XGBoost algorithm is presented in Table 2. For example,
with the forecasted data in 01-07 Januray 2019, the LSTM
network provides a RMSE of 803.53, while the proposed
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FIGURE 20. Comparison of MAE obtained from LSTM and proposed
CNN-LSTM for 30 days’ prediction.

FIGURE 21. Comparison of RMSE obtained from LSTM and proposed
CNN-LSTM for 30 days’ prediction.

FIGURE 22. Comparison of MAPE obtained from LSTM and proposed
CNN-LSTM for 30 days’ prediction.

FIGURE 23. Comparison of MAE obtained from LSTM and proposed
CNN-LSTM for 07 days’ prediction.

CNN- LSTM offers a RMSE of 331.91. Similarly, the pro-
posed method offers less RMSE in 08-14 October 2019.
The similar trend is also noticed in other weeks. On aver-
age, the proposed method provides 271, 400.77, and 3.63%
less MAE, RMSE and MAPE respectively than the LSTM
network. The improvements of all metrics are depicted
in Fig. 23 to Fig. 25.

FIGURE 24. Comparison of RMSE obtained from LSTM and proposed
CNN-LSTM for 07 days’ prediction.

FIGURE 25. Comparison of MAPE obtained from LSTM and proposed
CNN-LSTM for 07 days’ prediction.

FIGURE 26. Comparison of MAE obtained from LSTM and proposed
CNN-LSTM for 02 days.

3) 48 HOURS COMPARISON OF EVALUATION METRICS
Table 3 demonstrates the selected 48 hours’ comparison of
MAE, RMSE, MAPE and R2 for the proposed CNN-LSTM,
LSTM, RBFN, XGBoost algorithms. For instance, with the
forecasted data in 15-16 January 2019, the LSTM network
provides RMSE of 503.85, while the proposed CNN-LSTM
offers a RMSE of 290.17. Similarly, the proposed method
offers less MAPE in 04-05 September 2019. The similar
trend is also revealed in other forecasting results. On average,
the proposed method provides 324.22, 529.96 and 4.37% less
MAE, RMSE and MAPE respectively than LSTM network.
The improvements of all metrics are shown in Fig. 26 to
Fig. 28.

4) COMPARISON OF EVALUATION MATRICES FOR
24 HOURS
Daily comparison of MAE, RMSE, MAPE and R2 for
the proposed CNN-LSTM, LSTM, RBFN and XGBoost
algorithm network are shown in Table 4. To give an example,
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FIGURE 27. Comparison of RMSE obtained from LSTM and proposed
CNN-LSTM for 02 days.

FIGURE 28. Comparison of MAPE obtained from LSTM and proposed
CNN-LSTM for 02 days.

FIGURE 29. Comparison of MAE obtained from LSTM and proposed
CNN-LSTM for 24 hours.

FIGURE 30. Comparison of RMSE obtained from LSTM and proposed
CNN-LSTM for 24 hours.

with the forecasted data in 01 January 2019, the LSTM
network provides an RMSE of 652.79, whereas the pro-
posed CNN-LSTM offers a RMSE of 249.90. Similarly, the
proposed method offers less RMSE in 07 September 2019.

FIGURE 31. Comparison of MAPE obtained from LSTM and proposed
CNN-LSTM for 24 hours.

The similar trend is also observed in other cases. On aver-
age, the proposed method provides 324.7693, 434.4985 and
4.3275% less MAE, RMSE and MAPE respectively than
the LSTM network. The results are graphically shown
in Fig. 29 to Fig. 31.

VI. CONCLUSION
This research work proposes an approach using CNN-LSTM
model for short-term electrical load forecasting. The pro-
posed methodology is implemented with the hidden features
of CNN and LSTM networks to acquire the advantages of
both modules. The performance of the developed model is
evaluated by investigating the electrical load forecasting of
Bangladesh power system. To ensure the stability and effec-
tiveness, various segments of the dataset are executed accord-
ingly. Furthermore, the robustness and general applicability
of the developed network are tested.

It can be revealed from simulations that the proposed
CNN-LSTM model gives the lowest values of MAE, RMSE
and MAPE compared to LSTM, RBFN and XGboost mod-
els. Also, the R2 values of CNN-LSTM are the highest
among four models. In all validation cases, the forecast-
ing outcomes using CNN-LSTM outperform LSTM, RBFN
and XGBoost algorithms. Towards the end, it can be illus-
trated that the proposed CNN-LSTM model can deal with
the long sequence time series electric load data and pre-
dict the future load demand over a considerable period.
In the future work, highly precise load forecasting frame-
work can be developed by using GRU integrated with
CNN network.
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