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ABSTRACT Cervical cancer is the fourth most prevalent disease among women. Prompt diagnosis and
its management can significantly improve patients’ survival rates. Therefore, routine screening for cervical
cancer is of paramount importance. Herein, we explore the potential of a deep learning model to automati-
cally distinguish abnormal cells from normal cells. The ThinPrep cytologic test dataset was collected from
the fourth central hospital of Baoding city, China. Based on the dataset, four classification models were
developed. The first model was a 10-layer convolutional neural network (CNN). The second model was
an advancement of the first model equipped with a spatial pyramid pooling (SPP) layer (CNN + SPP) to
treat cell images based on their sizes. Based on the first model, the third model replaced the CNN layers
with the inception module (CNN+ Inception). However, the fourth model incorporated both the SPP layer
and the inception module into the first model (CNN + inception + SPP). The performances of the four
models are estimated and compared by using the same testing data and evaluation index. The testing results
demonstrated that the fourth model yields the best performance. Moreover, the area under the curve (AUC)
for module four was 0.997.

INDEX TERMS Cell classification, deep learning, neural networks, cervical cytology.

I. INTRODUCTION
Cervical cancer refers to some cervix cells rapidly becoming
malignant [1]. Besides, it is among the prime reasons for
cancer death in women [2]. However, cervical cancer can
be effectively treated at an early stage. Therefore, routine
screening for cervical cancer is of paramount importance.

The screening process involves either Papanicolaou smear
or ThinPrep cytologic tests (TCTs) and subsequent examina-
tion under a microscope by a pathologist for the presence of
abnormal cells. There are thousands of cells per the testing
result, hence the pathologist carefully scans and makes a
judgment. This is a time-consuming process with subjective
or biased experiences. With advances in image processing
and machine learning technologies, computer-assisted cer-
vical screening methods are proposed to examine the cells
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in the whole image and categorizes them as normal and
abnormal [3].

The core of the automatic screening system is to develop
classification models using the machine learning method
[4]. Traditional machine learning manually extracts features
from the images of cells before establishing a relationship
between features and classes. Besides, hand-crafted fea-
tures limit the performance of the model. Nevertheless, deep
learning [5], [6] integrates feature extraction and classifica-
tion into one optimized process. There is no need to design
hand-crafted features because it can learn effective features
and yield satisfactory performance.

Deep learning requires a large number of labeled cell
images with fixed size to develop a classification model. It
is time-consuming to label the cervical data because the size
of cervical cells is not fixed.

Herein, we adopt the inception module [7], [8] follow-
ing its potential in increasing the depth and width of the
network with a slight increase in the number of network
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FIGURE 1. The flow chart of the proposed models.

parameters. Elsewhere, the spatial pyramid pooling (SPP)
layer [9] was used to treat images with different cell
sizes.

Four deep learning models (convolutional neural network
(CNN), a CNNwith inceptionmodule, a CNNwith SPP layer,
a CNNwith inception module and SPP layer) were developed
on the training set with both their estimated performances
compared during the testing set (Figure 1). Finally, the best
model was selected to distinguish abnormal cells from normal
cells.

To the best of our knowledge, this is the first work to adopt
a model with both the inception module and SPP layer to
automatically classify cervical cells.

The structure of this paper is as follows:
Sec. II includes related works on automatic classification

of the cervical cell. Sec. III specifies the modeling methods.
Sec. IV has experiments and results. Sec. V provides discus-
sions of our model. Finally, Sec. VI has a brief conclusion of
the work.

II. RELATED WORKS
Manually distinguishing abnormal cells from normal cells
is time-consuming, subjective to bias and prone to errors.
Therefore, machine learning can be applied to develop an
automatic classification model to improve the screening sys-
tem performance. A machine learning system should include

data acquisition, feature extraction and modeling method.
Related works are summarized in Table 1.

Based on the dataset, the Herlev pap smear dataset was
the frequently used public data [12]–[17], [32]. Notably,
UCI (digitized cervical cancer data set) was among the pop-
ular datasets in the cervical cancer dataset. However, the
original images were excluded, only extracted features were
included in these datasets [34], [35]. Apart from public data,
some private datasets were also collected. For example, pap
smear dataset was collected from Fortis Hospital Mohali,
India [27], liquid-based cytology datasets from People’s Hos-
pital of Nanshan District, China [10] and Alzahra Hospital of
Tabriz, Iran [18] and pathological images stained with hema-
toxylin and eosin from Tianjin Tumor Hospital, China [19]
and first Affiliated Hospital of Xinjiang Medical University,
China [29].

Regarding features, morphometric [11], [27], [28],
[31]–[33], textual [11], [19], [21], [23], [31]–[33], color
histogram [19], [21], [24], geometric features [26], [32]
as well as local binary patterns [16] were extracted from
the nucleus and cytoplasm. Features are not only extracted
from a single cell but also from blocks of cells in whole
slide cervical cell images to reduce the computational com-
plexity [19]. Although many features can be extracted, not
all are useful. Feature selection methods such as particle
swarm optimization-based feature selection [14] and genetic
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TABLE 1. Related works of automatic cervical cell classification.

algorithm-based feature selection [15] are used to discard
redundant features.

With modeling algorithms, several machine learning algo-
rithms have been adopted in developing classification models
for cervical cell, for example, linear discriminant analysis
[12], K-nearest neighbor [12], [17], [27], neural networks
[10], [12], [13], [18], Bayesian classifier [12] and support
vector machine [10]–[12], [16], [19]. To improve the sin-
gle classification model performance, ensemble learning that
incorporates multiple models to solve problems was used in
developing the classification model [10], [14], [15], [21].

In traditional machine learning methods, feature extrac-
tion and modeling algorithm are two separate processes.

Classification model performances are difficult to improve
with hand-crafted features whose discriminative ability is
limited. However, deep learning potentially comprehends
features from input images before integrating feature extrac-
tion and model development into a unified framework. CNN
[20], [22], [25], [29], a popular deep learning method in
treating images, has been applied in distinguishing abnormal
cervical cells from normal cells.

In this paper, we improve the automatic cervical cell classi-
fication model performance by incorporating both the incep-
tion module and the SPP layer into the CNN. Incorporating
the inception module facilitates faster training in the clas-
sification model with fewer data and higher performance.
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FIGURE 2. The structure of Model A.

However, the SPP layer enhances the processing of input
images of any size in the classification model.

III. METHOD
A. DATASET
The dataset of 2504 cell samples (1202 abnormal and
1302 normal samples) were collected from the fourth central
hospital of Baoding city, China. Pathologists scanned whole
images of TCT using a digital camera mounted on a micro-
scope and manually cutout single cells and categorized them
as normal and abnormal. Each cell was double-checked by
pathologists. The dataset was categorized into the training set
and the testing set as ratio of 8:2.

Generalization of the final model was ascertained using the
5-fold cross-validation.

B. MODELING METHOD
Here, we developed a method to classify normal and abnor-
mal cells using four related models. Model A was a basic
model and both Model B and C were improved based on
model A, respectively. Model D combined the advantages of
the aforementioned models.

Model Awas a simple CNN. This model had different parts
such as convolutional (conv), non-linearity, pooling (pool)
layers, and fully connected (FC) layers. The input ofModel A
was a 128p×128p image. The structure of Model A is shown
in Figure 2. There are pooling layers after the 4th, 7th and 10th

convolutional layer.
To avoid the impact of the variable size for cell images,

Model B adds the SPP layer before the FC layers that made
the model adaptable to different input sizes.

Unlike the traditional pooling layer, SPP [9] used a fixed
number of pooling windows to generate feature maps. By
automatically adjusting the size and pooling stride of pool-
ing windows, the size of pooling was common on different
sizes of input. Therefore, by combining every pooling result,
the model will have a fixed size of result without a limita-
tion of input size. The structure of the SPP layer is shown
in Figure 3.

FIGURE 3. The structure of SPP.

FIGURE 4. The structure of Model B.

The structure of Model B incorporated with SPP before the
FC layer (Figure 4).

To improve performance of Model A, Model C replaced
CNN layers with the inception module.

Based on previous studies, the inception module, as a
network, contains several branches that increase the width
of the network [7], [8]. The structure of the inception
module is shown in Figure 5. The inception module adds
some branches that differ from basic layers and com-
bines them. This strategy can improve the fitting abil-
ity of models. The structure of Model C is displayed
in Figure 6.
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FIGURE 5. The structure of the inception module.

FIGURE 6. The structure of Model C.

FIGURE 7. The structure of Model D.

Briefly, Model D combined SPP and the inception module
to develop a more flexible model with high accuracy. The
structure of Model D is shown in Figure 7.

C. DATA PREPROCESSING
Both Model A and C are designed to deal with the fixed
size without SPP. Following variations on image sizes in our

dataset from 951p × 580p to 41p × 34p, we elected the
128p× 128p as the formal input size.

IV. RESULTS
This work summarizes model performance based on preci-
sion, sensitivity, specificity, accuracy, F1 score and area under
the curve (AUC).

Precision and sensitivity showed the exactness and com-
pleteness of classifiers, respectively. Besides, specificity
showed the potential of a classifier to correctly classify nor-
mal data. Accuracy showed that a classifier can correctly
categorize the two-class task. Considering both recall and
precision, the F1 score and AUC were defined to evaluate
performances of the classification model. The equations of
performance indices are as follows.

precision =
TP

TP+ FP
(1)

sensitivity =
TP

TP+ FN
(2)

specificity =
TN

TN + FP
(3)

accuracy =
TP+ TN

TP+ TN + FP+ FN
(4)

F1score =
2 ∗ TP

2 ∗ TP+ FP+ FN
(5)

Hmean =
2 ∗ sensitivity ∗ specificity
sensitivity+ specificity

(6)

A. TRAINING RESULTS
We programmed the algorithm in Python to conduct
the experiments using NVIDIA GeForce RTX 2070 8G,
Windows operating system, Intel R© CoreTM i7-9700K
CPU @ 3.60GHz and 16 GB RAM. Additionally, we used
PyTorch-1.2.0 to develop a basic framework for the classifi-
cation model of cervical cells.

NNI (Neural Network Intelligence), an open-source
AutoML toolkit from Microsoft, was used to determine
the best combination of hyperparameters (including learning
momentum, learning rate and dropout rate). By using the SPP
Module for the model to manage different input sizes, the
batch size can only be 1.

The NNI results are shown in Figure 8. These results are
based on Model D to identify the best combination of the
learning rate, learning momentum and dropout rate. Metis-
Tuner was used as an optimization strategy. From the NNI
final results, the best combination of the aforementioned
hyperparameters had a learning momentum, learning rate and
dropout rate of 0.9, 0.0001 and 0.5, respectively.

We trained Model A for 400 epochs using a learn-
ing momentum, learning rate and a batch size of 0.9,
0.0001 and 1, respectively. However,Models B, C andDwere
trained for 450, 600 and 600 epochs, respectively. We use
random flipping online to augment the training set.

Figure 9 shows the training results at every phase and the
training accuracy and loss in Model A-D.

VOLUME 9, 2021 32563



S. Yu et al.: Automatic Classification of Cervical Cells Using Deep Learning Method

FIGURE 8. Hyper-parameter of NNI results.

FIGURE 9. Training accuracy and loss of Model A-D.

The receiver operating characteristic (ROC) curves of
Model A-D are shown in Figure10. The inception module

and the SPP significantly improved the performance of the
model. Details of test results are shown in Table 2. Models
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FIGURE 10. Testing ROC curves of Model A-D.

TABLE 2. Testing results of four models.

TABLE 3. 5-FOLD cross-validation of Model D.

C and B achieved similar performance. The performances
of Models B and C were better than that of Model A,
and Model D achieved the best performance (Table 2).
These results demonstrate that both the inception module
and the SPP can improve the performances for the clas-
sification of cervical cells. Furthermore, a combination of
the inception module and the SPP can achieve the best
performance.

We used 5-fold cross-validation to test the generalization
of Model D. The testing results are shown in Table 3. Con-
sequently, Model D resulted (5-fold cross-validation) in a
precision, sensitivity, specificity, accuracy, F1, H-mean and
an AUC score of 98.76 ± 1.10%, 97.67 ± 1.01%, 98.85 ±
0.94%, 98.28± 0.21%, 98.20± 0.23%, 98.25± 0.21% and
0.9971± 0.000001, respectively. These results indicated that
Model D is stable.
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TABLE 4. Performance comparison of different cervical cell classification models.

FIGURE 11. Original image and the heat map of Model D.

To compare the performance of our model with related
works, we used the popular Papanicolaou smear dataset-
Herlev dataset to test the performance of the proposed
Model D. The comparison is given in Table 4. We achieved
an AUC of 0.975, which is better than ENS [16], Dis(S+M)
[17], Ensemble [36] and RegressionConstraint[37] and close
to AlexN-3C, GoogLeNet-3C, ResNet-3C and DenseNet-3C,
respectively [38]. Hence, our model performed well on the
famous cervical cancer classification dataset-Herlev dataset.

V. DISCUSSION
The original image and the heat map from Model D are
shown in Figure 11. In the heat map, the highlighted parts
are considered areas of importance in classification. Notably,
the deep learning model extract features are mostly from the
cell nucleus and partly from the cytoplasm. Coincidentally,
these parts are also crucial in traditional feature extraction
methods [11], [19], [21]. This implies that features extracted
by the deep learning method are reasonable and reliable to
some degree.

VI. CONCLUSION
In this paper, four deep learning models (CNN, CNN+ SPP,
CNN + Inception, CNN + SPP + Inception) were built to
automatically distinguish abnormal cervical cells from nor-
mal cells. By comparing the performances of these models,
the best model (CNN + SPP + Inception) was determined
with anAUC value of 0.997. This model can input cell images
with arbitrary size. From the analysis of featuremaps, the best
model extracts features from the nucleus, cytoplasm and their
boundary, respectively. These results were consistent with

the understanding of pathologists. Recently most models are
developed to treat cell images from the Papanicolaou smear
test, we learned the classification mode from cell images of
TCT. It is noteworthy that the TCT is more sensitive than the
Papanicolaou smear test in screening of cervical cancer. The
performance of our model was tested by using images of the
Papanicolaou smear test. We found that the proposed model
was effective not only for TCT, but also for the Papanicolaou
smear test.

The volume of data, especially the abnormal cells, was
limited. Thus, adequate data should be collected and labeled
or the image generation technology should be used to improve
the classification model performance in the future.
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