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ABSTRACT In recommender systems, measuring user similarity is essential for predicting a user’s ratings
on items. Most traditional works calculate the similarity based on historical ratings shared between two
users, without considering the probability of users’ different behaviors. To address this issue, our work
designs a similarity measure based on the users’ historical behavior probabilities. Based on the similarity
method, a complex network of user relationships is modeled. The user degree and community information
of the modeled network, as well as the number of shared ratings between users, are used with the proposed
similarity measure to design a rating prediction algorithm for recommender systems. Experiments based on
MovieLens andNetflix data sets show that this method is effective and can successfully improve the accuracy
of rating predictions and reduce the number of neighbors required to achieve the optimal prediction accuracy.
Our research shows that in a complex system, the relationship between users can be effectively measured
by the users’ historical behavior probability, providing a new perspective for future research on similarity
measurement.

INDEX TERMS Complex network modeling, recommender systems, degree centrality, link prediction, user
behavior probability.

I. INTRODUCTION
Rating prediction is a very important part of modern
recommendation algorithms. In the era of information over-
load, recommender systems (RS) and algorithms have
become effective tools that can help companies and users
find common interests. If the recommendation work was
done properly, users’ preferences would be automatically
understood and predicted and the ‘‘goods’’ from merchants
would be delivered to those who were truly interested, saving
them their time and money. As a result, recommendation
algorithms have been extensively researched and applied in
various fields, such as web [1], music [2], and movie [3]
recommendations.

In summary, traditional recommendation algorithms can be
divided into three categories as follows [4], [5].

• Content-based (CB) recommendation models [6], [7]
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• Collaborative filtering (CF) recommendation models [8]
• Hybrid recommendation models [9], [10]

CF models further include subcategories such as
memory-based and model-based methods. On the other
hand, content-based recommendation models use the con-
tent characteristics of the user’s preferred items for anal-
ysis and recommendation, and hybrid models fully utilize
both CF and CB methods to make predictions and
recommendations [11], [12].

CF-related approaches rely on finding neighbors with sim-
ilar historical ratings to the target user or item for rating pre-
dictions. Accordingly, there are various approaches proposed
in the field to address this challenge.

For example, memory-based methods include CF based
on the Pearson correlation coefficient [13], CF based on
the cosine correlation coefficient [14], resource allocation
CF [15], and multi-level CF [8]. Likewise, model-based
approaches include user opinion spreading [16], modularized
improved opinion spreading [17], Slope One [18], and so on.
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Additionally, scientists utilized many other approaches
for the improvement of recommender systems. In the work
of [19], the authors proposed a reputation-based approach
to improve trust-aware recommender systems by enhanc-
ing users’ rating profiles with insufficient ratings and trust
information. [20] proposed the Dempster–Shafer theory to
incorporate implicit relationships to achieve the target. In the
work of [21], authors used the Markov Decision Process to
design a reinforcement learning model.

Likewise, a hybrid recommender system was pro-
posed, which utilized a k-means clustering algorithm with
bio-inspired artificial bee colony optimization technique [22].
The method can also be time-aware and with community
considered [23], or combined neural network and matrix fac-
torization techniques [24]. The work of [25] even introduced
virtual ratings to improve prediction accuracy.

Researchers also explored other techniques in the field,
such as reliability [26], points of interest [27], fuzzy
logic [28], [29], complex network modeling [17], commu-
nity detection [30], confidence measures [31], node central-
ity [32], vector similarity [33], and so on.

Also, since scientists revisited complex systems using net-
work theory, various real-world systems have been modeled
and analyzed by complex networks [34]–[38], including bio-
logical systems [39], social networks [40]–[45], semantic
analysis [46], the Internet [47], link prediction [48], [49],
software [50], [51], and recommender systems [17], [52].

Various techniques in complex network theory are ben-
eficial for researching and improving the performance of
recommender systems. For example, social relations [53]
or trust [54] are two factors that scientists often use to
enhance rating predictions and recommendation lists. Simi-
larly, user-user network modeling based on similarity results
is another convenient way to reduce the overall prediction
error [32].

However, the similarity measurement in RS of user behav-
ior probabilities has not been explored sufficiently in the
existing literature. For example, user u and user v rated several
books, some of which were rated by both of them. Tradition-
ally, the similarity between u and v depends on the number of
shared rated books and the statistical difference between their
ratings [15].

If user u and user v have similar ratings for a set of
items, it means that their preferences or tastes are very
similar. Conversely, if the ratings of u and v are signifi-
cantly different, it indicates that the preferences of u and v
are inconsistent with each other. Therefore, user ratings are
generally the primary indicator of their similarity, which is
a general assumption of mainstream collaborative filtering
algorithms [5], [55].

However, even if some items are rated negative, the user’s
behavior of rating the items can be considered a preference
for such items, especially when they repeatedly rated items
with similar attributes. By measuring the probabilities of all
user behaviors, we can design similarity methods in novel
ways.

For instance, user u and user v both rated on many horror
books, and they usually have different opinions on the books.
Both u and v have a 70% probability of reading a book with a
horror tag, which means that although u and v have different
ratings for shared rated books, they have the same preference
for horror books. Therefore, the similarity based on their
behavior probabilities is higher than the similarity calculated
based on their shared ratings.

In summary, the existing literature has not yet fully
explored how to measure the similarity based on user behav-
ior probabilities. To solve this problem, our main contribution
can be emphasized as follows.

1) We designed a method to calculate the similarity based
on the user’s selection behavior of different types of
movies;

2) Our work constructed a complex network model to
express the relationship between users based on the
similarity between user behavior probabilities;

3) We proposed a method to predict ratings in RS based
on degree and community information in the modeled
network and the number of shared rated items.

Our study shows that the proposed similarity method and
rating prediction algorithm effectively improve the accuracy
of the rating prediction in the recommender systems and
significantly reduce the required number of neighbors for the
optimal prediction.

The rest of our study is organized as follows. Relatedworks
are reviewed in Section II. The proposedmethod is introduced
in Section III, and section IV presents the experimental results
by comparing our design to some state-of-the-art algorithms.
Finally, we conclude our work in Section V.

II. RELATED WORKS
Evaluating users’ preferences is a critical factor of CF rec-
ommendation algorithms and link prediction methods. Sci-
entists in related fields have presented various approaches
to measure similarity, including Pearson correlation coef-
ficient [13], [56], Cosine-based similarity [14], Euclidean
distance [57], mean squared distance [58], Jaccard [59],
Spearman correlation [58], Bhattacharyya coefficient
[60], [61], user opinion spreading [16], and so on. However,
most methods measure similarity based on the correlated rat-
ings between users. Although users’ behavior have been con-
sidered differently [62], [63], there is no relevant published
research regarding user behavior probability as a primary
factor of similarity.

In addition to user behavior probability, our method also
incorporates other factors inspired by recent literature. Based
on the network of user similarities, we considered three
factors, including the degree centrality, the community of
user nodes, and the number of shared ratings used for each
similarity calculation.

Jun Ai et al. first proposed modeling recommender sys-
tems by similarity results [30], providing extra information
about node centrality and community. The authors designed a
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complex network modeling method based on the similarity
results between users in recommender systems, which use
users as nodes and the similarity as the links.

Using similar results, the researchers can further reduce
prediction errors by incorporating community [17], [64] and
node centrality [32], [65] into predictions. The author used
the constructed user-user network for community detection,
and community information is beneficial for lowering rating
prediction error. Similarly, the centrality [32] in this type of
network indicates the popularity of the nodes. By reducing
the weight of the popular node, we can effectively improve
the performance in rating prediction.

Besides, the number of shared ratings is an essential factor
for both cold-start problems [66] and the similarity calcu-
lation [67]. Su et al. [31] found that the number of shared
ratings used to calculate similarity affects rating predictions.
Therefore, the confidence coefficient [31] is also included
in our research to improve the performance of the proposed
method.

III. RATING PREDICTION BASED ON USER BEHAVIOR
PROBABILITY AND COMPLEX NETWORK MODELING
In this section, a similarity method based on the probabilities
of user behavior is proposed first. Subsequently, three other
factors, including the confidence coefficient, node degree,
and community information, are introduced to improve pre-
diction accuracy further.

A. SIMILARITY BASED ON USER BEHAVIOR PROBABILITY
In recommender systems, a user u has a behavior b̃ on item i,
in which a tag in a set L can label b̃. Similarly, user u has a
behavior b̃ interacting with user v, and a tag in the set L can
mark b̃.
Therefore, we can define a behavior set for user u, and

construct a behavior sequence L̃ = {l1, l2, l3, . . . , le} corre-
sponding to each action the user u has taken. The higher the
probability that the user u took a specific behavior, the more
the user prefers that type of behavior.

In our work, we focus on users’ choices on items in recom-
mender systems. Thus, the set L̃ presents user rating action
on different genre labels of movies, such as Romance, Sci-
Fi, Horror, Drama, etc. Moreover, movies typically include
more than one genre label. For instance, Tenet (2020) directed
by Christopher Nolan has two genre labels: Action and Sci-
Fi. It is also worth noting that users’ ratings don’t affect the
probability of their selection of movies.

On this basis, labels of all possible user behaviors in
the specific system can be denoted as L̂ = {l1, l2, . . . , lz}.
It worth noting that the set L̂ has a fixed size z for a given
system. There are only eighteen labels standing for movie
genres in a movie recommender system.

Therefore, we can analyze user preferences based on the
probability of their behavior. The preferred ones reveal their
preferences despite their rating scores.

Even if a user’s ratings on horror movies are low, it is
reasonable to assume that the user strongly prefers horror

FIGURE 1. The figure shows how to calculate the user behavior
probability for user u, who rated several movies with different genre
labels (from l1 to l10). First, we can count the number of times user u have
rated a specific genre of movie. For instance, user u rated 80 (x = 80)
movies and 25 of them are with ‘‘Action’’ genre label (l1). The historical
probability that user u rated a movie with genre g can be obtained as
pug = pul1 = 25/80. Thus, we have user behavior probabilities Pu of user
u standing for probabilities on rating different labels.

movies when 90% of his ratings given on horror-related
items. Therefore, the problem to be solved is how to measure
the probability of user behavior and evaluate the similarity
between different users’ behavior probabilities.

Fig.1 shows an example on how to calculate user behavior
probability Pu for the probabilities of user u on different
genres. Moreover, Pu consists of a set of probabilities, each
representing the probability of user u’s selection of a specific
sub-type of behavior in his historical actions.

Subsequently, we can use the Pearson correlation coeffi-
cient to calculate the similarity between any Pu and Pv, which
represents the behavior correlation between the two users u
and v.

Thus, the probability that user u has a behavior with label
lg is defined by Equ. (1),

Pug =

∑
b̃∈L̃

(∑
lq∈L̂

δ
(
lq, lg

))
|L̃|

, (1)

where L̃ is a set of behaviors b̃ took by user u on items with a
genre label g, and L̃ is a subset of L̂. The Kronecker δ function
δ
(
lq, lg

)
is defined as follows:

δ(lq, lg) =

{
1, lq = lg,
0, lq 6= lg

(2)

According to the definition, the probability of a user u
rating an item labeled with lg represents the ratio of the user
u choosing to rate the item labeled with lg to the total number
of ratings given by the user. Statistically, the higher Pug is,
the more preferable the items with label lg are for the user u.
The Equ. (1) and Equ. (2) do not consider the user’s specific
rating scores.
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For L̂ = {l1, l2, . . . , lz}, each user u in the system has a
vector that Pu = [Pu1,Pu2, . . .Pug . . . ,Puz], which measures
the probabilities of user u choosing different genres based on
historical data.When user has not rated any itemwith label lg,
the corresponding Pug = 0 in the vector. Algorithm 1 speci-
fies the calculation of the user behavior probability.

Algorithm 1 Calculation of User Behavior Probability
Input: User ratings set Ru, behavior label set L, item set I
(with labels).

Output: User behavior probability Pu.
|L̃| = the number of rating behaviors by u
for q from 1 to z, lq ∈ L do∑

lq = the number of behaviors labeled as lq by u
Pu[q]←

∑
lq
|L̃|

q← q+ 1
end for
return User behavior probability Pu of user u

Thus, Equ. 4 is the proposed similarity based on user
behavior probability (UBP), in which the similarity between
the behavior probabilities of user u and v is evaluated by
Pearson correlation coefficient in Equ. 3.

PCC(U ,V ) =

∑n
i [(Ui − Ū ) · (Vi − V̄ )]√∑n

i (Ui − Ū )2 ·
√∑n

i (Vi − V̄ )2
, (3)

suv = PCC(Pu,Pv), (4)

where Ū and V̄ are the average of U and V , respectively.
Specifically, U = Pu and V = Pv are used for the similarity
computation based on user behavior probability.

B. CONFIDENCE COEFFICIENT, DEGREE AND
COMMUNITY
Firstly, confidence coefficient [31] is defined by Equ.5.

CC(|Tuv|) =

{
e−(5−|Tuv|), 0 ≤ |Tuv| ≤ 5
ln(|Tuv| − 5)+ 1, |Tuv| > 5,

(5)

where Tuv is the set of shared rated items by both user u and
v, and |Tuv| the the number of items in the set.
We combine Equ. 4 and Equ. 5 to further consider the

similarity as follows.

ŝuv = CC(Tuv) · PCC(Pu,Pv) · PCC(Ru,Rv), (6)

where Pu and Pv is calculated by Algorithm 1. Ru, Rv are
scores on shared rated items given by both user u and v,
respectively.

Secondly, when users in the system are considered nodes,
the similarities between users are considered links. We model
a network based on the similarity of user preferences in
the recommender system. The core issue of modeling the
complex network based on user similarities is how to remove
redundant links. Similarity exists between all pairs of users,
making users fully connected to all other nodes in the net-
work.

As such, links with low weight (low similarity) need to be
removed to ensure that the network structure is analyzable.
It is also necessary to ensure that the network topology stays
as connected as possible so that the number of isolated nodes
is small [17]. Algorithm 2 provides the process for complex
network modeling.

Algorithm 2 Modeling Complex Network Based on User
Similarities
Input: User node set U , similarity results S, parameters k

and p.
Output: Network N contains all users U as nodes and

remained links E defined by similarity.
for all user u in U do
Su = all similarity results related to user u, as Su ⊂ S
for j from 1 to p do
Add the maximum similarity suv in Su to Er , consider
it as a link between u and v with similarity as the link
weight;
Remove suv from Su;
Remove suv from S;
j← j+ 1;

end for
end for
for j from 1 to (kn− pn) do
Add the maximum similarity suv in S to Er , consider it as
a link between u and vwith similarity as the link weight;
Remove suv from S;
j← j+ 1;

end for
N = U ;
E = Er ;
return Network with nodes N and links E .

The parameter k is significant for the modeling because
k controls the number of links in the network with node
number fixed at n. Fig.3 showed an example network based
on the MovieLens data set, revealing a user-user similarity
relationship in the recommender system. The example net-
work is constructed with k = 1.5, and k = 3.0 is used in
other experiments, determined by experiments to achieve the
optimal prediction accuracy.

According to existing research [32], we need to reduce
the weight of high-degree nodes (larger nodes in Fig.2) and
neighbors’ weight in a different community [17] (different
colored nodes in Fig.2) with the prediction target user.

C. RATING PREDICTION BASED ON USER BEHAVIOR
PROBABILITY
In Fig.2, users have different statuses, and the degree central-
ity indicates their popularity. If the user has a higher degree,
their similarity to others is relatively more remarkable than
that of a lower degree. The reason is that high-degree users
rate items more than low-degree users and their ratings are
closer to the majority.
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FIGURE 2. Fig.2 shows a modeled complex network example based on
UBP similarity. The nodes and links in the topology stand for users and
their similarity, respectively. Colors indicate the communities in the
network, and node size stands for their degree centrality. The result is
constructed in one of the 10-fold cross-validations, using 90% of ratings
and all users as the data source.

In the work of [32], authors found that the degree value of
the similarity network has a negative effect on the rating pre-
diction. The higher the degree value, the smaller the weight
in the prediction equation should be to obtain a more accurate
rating prediction.

Therefore, we propose the following equation to predict
ratings based on user behavior probability, confidence coef-
ficient, node degree, and community information.

r̂ui = ru +

∑n
v=1

(rvi−rv)·ŝvu·ω(uv)
Degree∗(v)+1∑n
v=1 |ŝvu|

(7)

where ŝvu is the UBP similarity between user v and u, rv
is the average rating given by user v. The equation selects
n nearest users of user u for the prediction, and Degree∗(v)
is the normalized degree of user v in the modeled user-user
similarity network. ω(uv) is the community parameter and is
defined as follow.

ω(uv) =

{
ω1 ∈ [1, 2] , cu = cv
ω2 ∈ (0, 1] , cu 6= cv,

(8)

which is used to adjust the impact of neighbors, making
neighbors in the same community more critical, and neigh-
bors in other communities less critical in the rating prediction.
Respectively, cu and cv stands for user u’s and user v’s com-
munity, labeled by a community detection algorithm [68].
In our work, we selected ω1 = 1.0 and ω2 = 0.7 by
experiments, which is omitted in the paper for the sake of
clarity.

IV. EXPERIMENTAL ANALYSIS AND RESULTS
Experiments confirm the effectiveness of our approach in this
section. We compared the proposed user behavior probability
CF (UBP) with several state-of-the-art algorithms available
in the recent literature.

A. BENCHMARK ALGORITHMS
Besides UBP, we also selected the following benchmark
algorithms for experimental comparison in our work.

1) Slope one (Slope One, 2005) is proposed in 2005 by
Lemire and Maclachlan [18] that pre-computes the
average difference between the ratings of two items for
users who have rated both items. The difference results
are used as the distance between the prediction target
and known ratings.

2) The average ratings (AverageRatings) of users can
also predict unknown ratings [30], and we use it as a
benchmark baseline. It is fast and simple, revealing the
worst-case scenario for prediction performance.

3) User opinion spreading (UOS-opt, 2015) suggests that
opinions spread in the recommender system [16], [69],
which causes one user’s ratings to affect others in
the system. The approach measures the similarities
between users based on such spreading of user opin-
ions. Moreover, introducing lambda (λ = 0.5 in our
experiments) to the similarity equation can further
improve the performance of the method.

4) Cosine correlation coefficient (Cosine, 2001) is a pop-
ular measure in user-based collaborative filtering [14].

5) Bhattacharyya coefficient (Bhattacharyya, 2020) is
proposed in recent work by Bidyut Kr. Patra et al.,
which uses all ratings made by a pair of users instead
of only ratings of co-rated items [60].

6) Modularized Improved Opinion Spreading (MIOS,
2019) is designed to research the impact of community
in link prediction [17]. Parameters ω1 = 1.0, ω2 = 0.7
and k = 3 are used in our experiments.

7) A Multi-Level Collaborative Filtering (MLCF, 2016)
is proposed to improve the accuracy of the classical
CF [8].

The authors implement the selected algorithm, and all
possible parameters used in the experiment are set to be the
same for comparison. Otherwise, the values in the original
paper are used.

B. EVALUATION CRITERIA
We evaluated the system using the accuracy of rating predic-
tion and the ranking performance of the recommendation list.
To evaluate the prediction accuracy, we use mean absolute
error (MAE) and root mean square error (RMSE) simultane-
ously, and they are widely used in related fields [5]. They are
defined as follows.

MAE =
1
n

n∑
i=1

|rui − r̂ui| (9)

RMSE =

√√√√1
n

n∑
i=1

(rui − r̂ui)2 (10)

where test set has n ratings of users on items, r̂ui is the
predicted rating and rui is the real rating in the test data
set.
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We gradually increased the number of neighbors from 1 to
120 and compared the MAE and RMSE results of different
methods. The metrics compare the actual ratings given by the
user with the predicted ratings assigned by the algorithms.
The smaller the MAE and RMSE are, the more accurate
the algorithm is. Because RMSE squares the error before
summing, the result reveals larger errors more obvious than
MAE.

On the other hand, we select normalized discounted cumu-
lative gain (NDCG) and half-life utility (HLU) for ranking
performance of the recommendation lists. They are defined
by Equ.5 and Equ.6.

Discounted cumulative gain evaluates the usefulness of an
item based on its rank in a recommendation list. The more
relevant items are with higher ranks, the more valuable the
recommendation list is for the user [70].

DCG(u) =
b∑
i=1

Ri +
N∑

i=b+1

Ri
logb ri

(11)

NDCG =

∑m
u=1

DCG(u)
max(DCG(u))

m
(12)

where DCG is calculated for user u according to u’s real and
predicted lists. ri is the rank of the item in the list. b is a
parameter to enhance the influence of important items and
control the degree of item reduction. We used b = 2 in our
experiments according to [70]. Ri stands for the relevance
of the recommended item, Ri = 1 if the real rating of a
recommended item is larger than the user’s average rating,
and Ri = 0 if otherwise.

Moreover, normalized DCG can be calculated based on
the maximal of DCG. Thus, the average of normalized DCG
for all users in the testing set indicates the ranking perfor-
mance [70].

Likewise, half-life utility (HLU) measures the utility of a
recommendation list based on a hypothesis that as the item
rank in the recommendation list decreases, the probability
of user’s tendency to examine the item reduces exponen-
tially [71]. The half-life utility is defined as follows.

HLU =

∑N
i=1

max(rui−d,0)
2(i−1)/(h−1)

m
(13)

where h is the half-life threshold and d is a parameter indi-
cating users’ neutral vote. In our experiments, d is set as the
average rating of the user and h = 2. The average of all half
life results for users is the score. The greater the value ofHLU
is, the better the recommendation list is.

C. DATA SETS
MovieLens1 and Netflix2 are two well-known data sets
that are often used in the field to verify proposed
methods [72], [73], and both data sets are used in our work.

1https://grouplens.org/datasets/movielens/, ml-latest-small, updated on
9/2018

2https://www.kaggle.com/netflix-inc/netflix-prize-data

FIGURE 3. MAE (the smaller, the better) results of different methods
against the number of top-k neighbors used in the prediction on
MovieLens data set. The proposed UBP reached the optimal accuracy at
k = 11 by contrast to UOS-opt reaching the optimal at k = 28, the error is
reduced by 2.72% and the required number of users for the optimal is
reduced by 61%.

The MovieLens data set used in our work contains
671 users, 9125 movies, and 100,000 ratings. It is named
‘‘ml-latest-small’’ by the provider and can be found by the
footnote URL. On the other hand, the Netflix data set con-
tains more than 59 million ratings, in which we randomly
pick 2000 users for our experiments. Those users rated
3101 movies, and the total number of selected ratings is
237,059.

Because the Netfilx data doesn’t contain information on
movie genres, the movie titles are used to find their cor-
responding genres in the MovieLens data set. Therefore,
we only use part of the movie data in Netflix, which genres
can be found in MovieLens.

The rating values are integer numbers in the range of 1
(bad) to 5 (excellent). Applying the proposed method and
other benchmark approaches on the data sets presents us with
the evaluation of the algorithms’ overall performance.

Additionally, 10-fold cross-validation is applied, by which
the data set is randomly divided into ten subsets. Each subset
is used as testing data, and the other nine subsets are used
for the corresponding training. Algorithms predict all ratings
in each testing set based on only the training set. The final
results are the average of all experiments.

D. RATING PREDICTION ON MovieLens
The results of MAE and RMSE on MovieLens data set are
reported in Fig.3 and Fig.4, respectively.

MAE and RMSE reveal the general error status of rating
prediction. The smaller the values are, the better the predic-
tion performance is. Our proposed UBP method produces
smaller errors compared to the other benchmark algorithms
that use state-of-the-art similarity metrics. UBP not only
has smaller errors in the prediction but also requires fewer
neighbors for the optimal prediction.

Moreover, UOS-opt is the closest competitor on the
MoveiLens data set, and Slope One is the third close to
UOS-opt. Slope One needs all possible neighbors for the pre-
diction. Therefore, theMAE and RMSE of Slope One doesn’t
change against the number of neighbors in both figures. UBP
has the superiority of MAE 0.628 and RMSE 0.851 at only
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FIGURE 4. RMSE (the smaller, the better) results of different methods
against the number of top-k neighbors used in the prediction on
MovieLens data set. The proposed UBP reached the optimal accuracy at
k = 11 by contrast to UOS-opt reaching the optimal at k = 28, the error is
reduced by 2.76% and the required number of users for the optimal is
reduced by 61%.

eight neighbors in optimal prediction accuracy. Compared to
UOS-opt, the UBP reduces MAE by 3.826% and RMSE by
0.692%, respectively.

The percentage of improvement in MAE is larger than the
one in RMSE. Based on our understanding, the proposed
UBP similarity selects the top 20 or so neighbors more
accurately and reduce the general errors in rating prediction.
However, UBP does not significantly reduce the large errors
in the prediction, shown in the results of RMSE. UBP makes
small errors smaller, but the larger errors in prediction stay.
We couldn’t find evidence that suggests those larger errors
get worse compared to other benchmark methods.

In a word, UBP has the best prediction accuracy onMovie-
Lens data set in our experiments.

E. RANKING PERFORMANCE ON MovieLens
Fig.5 and Fig.6 show the result comparison of NDCG and
HLU onMovieLens data set, respectively. The results showed
that the proposed UBP only holds fifth place in HLU. But
UBP has the best performance in NDCG, with Slope One
running close. Due to the relevant recommended items requir-
ing the predicted rating greater than the average user rating,
the AverageRatings method provides no items that meet the
requirement. We omitted AverageRatings in both figures.

Both NDCG and HUL depend on the ranking order of the
recommendation list, but HLU tends to evaluate the ranking
based on ratings of the whole recommendation list. Thus,
the underperformance of UBP on HLU indicates our method
does not perform well in putting the highest-rating items
at the top of the list. According to NDCG, UBP measures
the overall relevance of ranking more accurately than others.
UBP increases the NDCG by 1.67% and 5.89% compared to
UOS-opt and Bhattacharyya, respectively.

In summary, UBP performs best at the overall ranking
relevance of the recommendation list. Still, its performance
is moderate on putting the highest-rating items at the top of
the list.

F. THE REQUIRED NUMBER OF NEIGHBORS FOR THE
OPTIMAL RESULTS
To further observe the number of neighbors required by each
algorithm to achieve its optimal performance, the result of

FIGURE 5. NDCG (the larger, the better) results of different methods on
the y-axis against the number of top-k neighbors used in the prediction
on the x-axis (MovieLens). The proposed UBP reached the optimal
ranking at k = 10 in contrast to COS reaching the optimal at k = 16. The
ranking performance is improved by 3.0% to 8.8%. Slope One has the
second-best ranking performance in NDCG, but the method uses all
possible neighbors (k ≥ 120) instead of top-k the traditional CF-based
approaches.

FIGURE 6. HLU (the larger, the better) results of different methods on the
y-axis against the number of top-k neighbors used in the prediction on
the x-axis (MovieLens). The proposed UBP reached the optimal ranking at
k = 9 in contrast to Bhattacharyya reaching the optimal at k = 15,
the change of ranking fluctuates from −6.0% to 5.76% and the required
number of users for the optimal is reduced by 41% to 93%.

the number of neighbors needed on the MovieLens data set is
shown in Fig.7 and Fig.8, respectively.

Fig.7 shows the required number of neighbors for MAE
andRMSE, and themodel-based SlopeOne needs all possible
neighbors for the prediction. By contrast, the AverageRatings
method doesn’t need neighbors at all (omitted in Fig.7 and
Fig.8). The proposed UBP reduces the required user number
for optimal accuracy by 41% to 93%, which is also superior
on MovieLens data set compared to all others except Aver-
ageRatings.

Because the number of neighbors required to obtain the
optimal performance affects the computational complexity,
and more neighbors need more disk space to store the
k-nearest neighbors of all users in the online recommendation
(usually as a cache in recommender systems). Thus, the fewer
neighbors the algorithm requires, the better the recommenda-
tion algorithm.

The proposed UBP only needs eight neighbors to get the
optimal accuracy, while UBP only needs 10 and 9 neighbors
to achieve optimal ranking performance.

Therefore, the results in Fig.7 show UBP need much
fewer neighbors with a more accurate prediction. Likewise,
the results of HLU and NDCG show UBP is a better choice
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FIGURE 7. The figure shows the required number (the smaller, the better)
of top-k neighbors for the optimal prediction performance of MAE and
RMSE on MovieLens experiments. The proposed UBP needs only k = 8
neighbors for the optimal prediction on both MAE and RMSE.

FIGURE 8. The figure shows the required number (the smaller, the better)
of top-k neighbors for the optimal prediction performance of NDCG and
HLF on MovieLens experiments. The proposed UBP needs only k = 10 and
k = 9 neighbors for the optimal ranking on NDCG and HLF, respectively.

considering the required neighbor numbers for the ranking of
recommendation in Fig.8.

However, Fig.8 indicates only the number of required
neighbors when each algorithm reaches its optimum. Meth-
ods like MIOS and UOS-opt keep increasing their scores and
stay at high performance after 20 neighbors. By contrast,
algorithms like MLCF, UBP, and Cosine reach a maximum
performance at specific points, and then their performance
decline.

In summary, the proposed UBP reduces the required num-
ber of neighbors by 41% to 93% in accuracy and ranking
performance, indicating that UBP neighbor selection is more
accurate.

G. PREDICTION AND RANKING PERFORMANCE ON
NETFLIX
Similarly, we want to know the performance of UBP on
other data sets. Therefore, Fig.9 and Fig.10 shows MAE and
NDCG result comparison on the subset of Netflix data set,
respectively. Since RMSE and HLU have similar patterns like
those on MovieLens, they are omitted for clarity.

Experiments have confirmed that UBP provides excellent
performance in the prediction accuracy and ranking order of
the recommendation list. Besides, compared with the results
on MovieLens, the prediction accuracy of UOS-opt on Net-

FIGURE 9. MAE (the smaller, the better) results of different methods
against the number of top-k neighbors used in predicting the Netflix data
set. The proposed UBP reached the optimal accuracy at k = 12 in contrast
to the second-best UOS-opt achieving the optimal at k = 44,
the prediction performance of UBP is improved by 3.8% than UOS-opt,
and the required number of users for the optimal is reduced by 72.7%.

FIGURE 10. NDCG (the larger, the better) results of different methods
against the number of top-k neighbors used in predicting the Netflix data
set. The proposed UBP reached the optimal ranking at k = 16 in contrast
to MLCF getting optimal at k = 24, the ranking performance is improved
by 4.35%, and the required number of users for the optimal is reduced
by 33.3%.

flix is significantly reduced, indicating that the stability of
others is not as good as the proposed UBP.

To summarize, UBP still works well and maintains its
advantage over others, showing the performance of UBP is
very stable on different data sets.

H. GENERAL IMPROVEMENT OF THE PROPOSED
METHOD
To generally evaluate the improvement of the proposed
method on both data sets, we calculated the average improve-
ment of UBP on MovieLens and Netflix, comparing UBP to
each of the benchmark methods.

In summary, the prediction accuracy of UBP is improved
by an average of 2.25% to 15.39%, which shows that the pre-
diction accuracy of UBP is better and more stable. Similarly,
according to the results of NDCG, UBP’s average improve-
ment in ranking performance ranges from 2.56% to 9.15%
on NDCG, which indicates that UBP’s ranking is generally
better. Still, the ranking order of the recommendation list is
not as good as UOS-opt, MIOS, and MLCF (according to
HLU).

I. TIME CONSUMPTION OF ALGORITHMS
Finally, Table 1 presents the time consumption of all used
algorithms in experiments. We used a computer with Intel(R)
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FIGURE 11. The general prediction improvement (the larger, the better)
of UBP compared with each of the benchmark algorithms on MovieLens
and Netflix. The average improvement is 7.144% and 4.04% on MAE and
RMSE, respectively.

FIGURE 12. The general prediction improvement (the larger, the better)
of UBP compared with each of the benchmark algorithms on MovieLens
and Netflix. The average improvement is 4.86% and 0.06% on NDCG and
HLU, respectively.

TABLE 1. Compare the proposed algorithm’s time consumption to the
benchmark algorithms on the MovieLens and Netflix data sets.

Core i9-9900K CPU @ 4.5GHz, 32GB of main memory @
4000MHz, a solid-state drive of Samsung 970 evo 1Tb, and
FSharp language implementation with.NET 5.0 on a Win-
dows 10 x64 operating system. All the possible parameters
affecting the computation time were set the same for all
algorithms.

The results show that, compared with UOS-opt, the com-
putational complexity of UBP has doubled and is almost
the same as MIOS. This method’s main added complex-
ity is the community detection based on the modularity Q
in the constructed similarity network. The running time of
UBP without node centrality and community is similar to
UOS-opt. However, this will result in decreased prediction
accuracy and make the method unstable. Our community
detection implementation based on modularity Q is run by
only one CPU core. With further optimization of the code in
future work, the time consumption is expected to be reduced.

V. CONCLUSION AND FUTURE WORKS
This paper proposes a novel recommendation method that
can effectively consider user behavior probabilities in the
recommendation process. As such, our work proposes a UBP
similarity that considers the probability of users choosing
different genres as an essential recommendation factor. The
method combines user behavior probability, degree centrality,
community, and confidence coefficient, provides more accu-
rate rating prediction and a more preferred ranking list, but
requires fewer neighbors.

The experimental results confirm the effectiveness of our
method. Compared with state-of-the-art methods on Movie-
Lens and Netfilx, the accuracy is improved by 2.25% to
15.39%, while the required number of neighbors is reduced
by 41% to 93%. Similarly, compared to the latest methods
on MovieLens and Netflix, the ranking performance has
increased by 2.56% to 9.15%.

This research can be extended in three directions. First,
the time consumption of UBP is an essential factor in the
development of a successful recommender system. Through
further code optimization, the computational complexity
needs to be reduced in the future. Secondly, UBP’s rank-
ing performance in HLU is not ideal, and further research
is needed. The mechanism of UBP underperformance can
be explored to improve ranking performance further. Third,
the constructed similarity network for node degree and com-
munity calculation can be analyzed in more detail, which
could further improve the accuracy of the system.

In summary, the main contributions in our work can be
summarized as follows:
1) We proposed a recommendation algorithm that com-

bines user behavior probability and complex network
modeling, which provides reliable and accurate rating
prediction, more preferred recommendation list with
fewer required neighbors to achieve the optimal per-
formance.

2) Our research suggests that the probability of a user
choosing a particular type of item indicates their pref-
erence, regardless of their ratings on these items.

3) The constructed similarity network that provides node
degree and community information proves to be a
useful method to improve the proposed method’s
performance.
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