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ABSTRACT When considering a tsunami disaster, many researchers have considered the tsunami’s flow
depth and velocity as the primary contributors to the building damage. Additionally, the majority of these
studies have used the maximum value as the measure of each of these two factors. However, building damage
may not occur when the maximum flow depth and the maximum flow velocity of the tsunami are reached.
This study addressed two objectives based on the 2011 Great East Japan Earthquake and Tsunami. Firstly,
to find out whether the maximum values of the flow depth and flow velocity are the same as their critical
values and, secondly, to verify which combination of the parameters is the best predictor of the building
damage level. The data from 18,000 buildings in Ishinomaki City, Japan, with the cooperation of the Japanese
joint survey team, were analyzed using the decision tree related algorithms. The critical variables were the
simulated data at the time when the buildings collapsed. The analysis showed the accuracy of the prediction
based on the group of variables. Finally, the findings showed that the combination of the critical flow depth
and maximum flow velocity provided the highest accuracy for classifying the level of building damage.

INDEX TERMS Building damages, data mining, decision tree algorithm, 2011 Great East Japan earthquake
and tsunami.

I. INTRODUCTION
During the 2011 Great East Japan Earthquake (GEJET),
a tsunami was triggered by the magnitude-9 earthquake in
the northern area of Japan, which created one of the most
disastrous situations in Japan. More than 400,000 buildings
were damaged or destroyed and most of the people in the
impact area lost their homes and belongings. After this event,
researchers in the field of disaster prevention and manage-
ment examined the damage level of buildings. Attempts were

The associate editor coordinating the review of this manuscript and

approving it for publication was Shuihua Wang .

made to understand its characteristics and to come up with
variables that could predict the damage level to the buildings.

The common variables widely used to predict the damage
level to buildings are the tsunami’s inundation depth and flow
velocity alongwith the structural materials of the building [1].
Subsequently, the tsunami’s maximumflow depth (Dmax and
maximum flow velocity (Vmax have been used as alternative
variables to predict the damage level to buildings, as these two
variables are measured at the time the buildings collapsed.
Recently, some researchers have suggested some alternative
approaches [2] that take the load-resistance into account.
Thus, some recent studies shifted the key variables to the
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critical flow depth (Dc and the critical flow velocity
(Vc, which are the simulated measurement of the tsunami
flow at the time when the building collapsed [2], [3].

Several studies have explored how to assess the level of
building damage from the 2011 GEJET. Suppasri et al. [4]
conducted a building damage assessment by calculating the
fragility estimation based on the hydrostatic and hydrody-
namic forces, and so on. The fragility estimation of their study
also included the building characteristics, such as the building
material and height. Latcharote et al. [5] used the overturn-
ing moment concept to illustrate the failure mechanism of
an overturned building in Onagawa. The main objective of
their study was to determine whether the hydrodynamic or
buoyant force of the flow velocity and depth of the tsunami
could create a higher overturned moment to the buildings.
Macabuag [6] studied the fragility function and proposed a
way to identify the key tsunami intensity measures, which
include the force that was simulated from the velocity and
depth, flow regime, and so on.

In this research, the tsunami flow velocity and depth from
the 2011 GEJET were selected as the main variables for
classifying the building damage level using a new classifi-
cation approach. The objective of this study was to provide
a predictive analysis by using the novelty machine learning
called decision tree related algorithms (DTRAs) [decision
tree (DT), random forest (RF), and gradient boosted tree
(GBT)] instead of statistical technique to classify the level
of building damage based on the Dc and Vc of the tsunami.
By using these DTRAs, this study analyzed whether the
simulated values of theDmax andVmax could create the same
impact to the buildings as the critical valuesof the tsunami
(Dc and Vc) or not. Additionally, this research verified which
combination of variables was the best group to predict the
damage level of buildings. In this case, the groups of variables
consisted of Dc and Vc, Dc and Vmax, Dmax and Vc, and
Dmax and Vmax. Based on this, this study aims to provide
some suggestion to the insurance and related organization
about the factors that can be used for estimating the building
damage levels from the tsunami.

This article is divided into six main sections. Section two
provides a literature review of the classification of build-
ing damage in different types of disasters, and the impact
factors of building damage. Section 3, the research design
and methodology, shows how this research used the vari-
ables to predict the damage level based on the DTRAs.
Section 4 presents the findings from the analysis, while the
discussion and conclusion are provided in Sections 5 and 6,
respectively. The implementation of the methods in practice
and its limitations are mentioned as well.

II. LITERATURE REVIEW
This section provides an overview of the related studies. They
include the building damage from other disasters, building
damage factors in water-related disasters, and as the method-
ologies used in the literature: building damage assessment
and classification algorithms.

A. CLASSIFICATION OF BUILDING DAMAGE FROM OTHER
DISASTERS
Table 1 summarizes the classification of building damage,
based on different types of disasters in different countries.
Obviously, there is no standard definition of the damage level
of buildings, not just across different disaster types, but also
across different countries and organizations in charge of data
collection.

The building damage level for the 1985 Mexico earth-
quake was ranked by the Architectural Institute of Japan,
with six ranks comprised of ‘‘No damage’’, ‘‘Negligible
damage’’, ‘‘Slight damage’’, ‘‘Moderate damage’’, ‘‘Major
damage’’, and ‘‘Collapse’’. Okada and Takai [9] studied the
1995 Hyogo-ken Nanbu earthquake and the 1985 Mexico
earthquake. The statistics of the building damage scale from
the 1995 Hyogo-ken Nanbu earthquake was organized by
Japanese Prime Minister’s Office and the scale included the
four damage levels of ‘‘No damage’’, ‘‘Moderate damage’’,
‘‘Heavy damage’’, and ‘‘Major damage’’. This type of dam-
age scale can only be used for measuring the damage level of
the wooden framed buildings. From the same study, the Euro-
pean macroseismic scale (EMS)-98 damage scale for earth-
quakes was also introduced. This type of the damage level
was first developed by Grünthal [10]. Leelawat et al. [11]
analyzed the building damage from the 2004 Indian Ocean
Tsunami at Sri Lanka, following the damage levels and clas-
sification description of Murao and Nakazato [12], [13] as
‘‘No/slight damage’’, ‘‘Moderate damage’’, ‘‘Heavy dam-
age’’, and ‘‘Complete damage’’.

This study was based on the 2011 GEJET, and so we
selected the building damage classification of the Ministry
of Land, Infrastructure, Transport and Tourism (MLIT) to
be used in the data collection phase, following that of many
previous publications [1], [2], [11], [14]–[16]

B. BUILDING DAMAGE FACTORS IN WATER-RELATED
DISASTERS
As summarized in Table 2, many studies have estimated
the level of damage from water-related disasters. The com-
bination of flow velocity and depth have been used for
indicating the flood damage of the Elbe catchment flood in
Germany [17]. Similarly, Koshimura et al. [18] used the com-
bination of inundation depth, current velocity, and hydrody-
namic force to predict the damage of structures by a fragility
function. Moreover, the distance from the shoreline has also
been used as one of the main variables to estimate the damage
levels from a tsunami [19]. On the other hand, some studies
have tried to find a way for preventing the tsunami damage
by considering the density of the forest and diameter of tree
trunks [20].

Based on the factors explained in Table 2, most of the
previous studies focused on flow depth and flow velocity of
the tsunami, and the considered parameters are the maximum
value. In addition, there are limited studies related to the use
of the combination between difference variables. Moreover,
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TABLE 2. Summary of impact factors for water-related disater. TABLE 2. (Continued.) Summary of impact factors for water-related
disater.
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TABLE 2. (Continued.) Summary of impact factors for water-related
disater.

the use of machine learning techniques for estimating build-
ing damage level are currently limited in this area. In this
research, the critical value together with the maximum value
of the depth and velocity of the tsunami are used as the main
factors for classifying the building damage level.

C. BUILDING DAMAGE ASSESSMENT
There have been many studies on how a tsunami can damage
buildings. Koshimura and Kabaya [28] introduced a new
method for assessing the structural damage using the tsunami
fragility or fragility function, based on the inundation depth,
velocity, and hydrodynamic force [22]. Tsunami fragility is
expressed in terms of the probability of the structure to be
destroyed by the tsunami. After that, Koshimura et al. [28]
introduced the inundation height as a new feature for cre-
ating the fragility function, based on the 1993 Hokkaido
Nansei-oki earthquake tsunami. Similarly, Mas et al. [29]
used the fragility function to predict the tsunami dam-
age for the 2010 Chilean Tsunami in Dichato. The same
concept of the fragility curve was also presented by Sup-
pasri et al. [30] using the data from the 2011 GEJET. The
fragility curve was created using linear regression for each
building’s material, the building damage level, and the inun-
dation depth[30].In addition, Suppasri et al. [31] also used
the fatality ratio together with a field survey in the Miyagi
Prefecture, Japan, which was based on previous research,
in order to understand the damage characteristics from this
tsunami. Thus, most research has focused only on finding
the building damage level based on statistical and qualitative
analysis.

D. CLASSIFICATION ALGORITHMS
In this research, the characteristic of the damage level was
based on the MLIT criteria. Accordingly, seven classes of
damage levels were analyzed using the velocity and inun-
dation depth of the tsunami. Currently, there are a lot of

classification techniques that can be used, such as logistic
regression, neural network, decision tree (DT), etc.

1) DECISION TREE (DT)
In this research, the DT classification algorithm was selected
to be the method for classifying the damage level of the
2011 GEJET due to its simplicity and ease of use for
non-experts and that it is the most widely used algorithm [32].
It does not require any assumption for performing the anal-
ysis [33], and it is said to be one of the most often chosen
classification algorithms [34] since it is considered to be easy
and efficient to use for the classification task [35]. The main
concept of the DT is to create a tree-like structure that is
composed of the root, branch, and leaf node. The top part
of the DT is called the ‘‘top root node’’, which indicates the
most important feature for classifying the label of the data.
The DT has the objective to obtain the maximum information
and retrieve the lowest amount of entropy or the impurity of
the tree. The DT will split its branch from the top node of the
tree until the bottom leaves nodes of the tree, which are then
the classification result based on the DT algorithm.

2) RANDOM FOREST (RF)
The RF algorithm is a classification method that performs a
similar process to DT. The concept of RF was first developed
by Breiman [36] and can be called as an ensemble. This
concept uses the same concept as the DT and then aggre-
gates the results of each decision tree to obtain the result.
The RF algorithm also uses an extension approach, called a
bagging approach, where the different features of the data
set will be assigned to each decision tree. This random-
ization of the feature can also be called a ‘‘bootstrapping
concept’’ [37]. Thus, the best result can be obtained [38].
In addition, RF can reduce the ‘‘overfitting problem’’ based
on the feature selecting criteria that can otherwise create
some interdependence [39]. Therefore, the RF can create a
good classification result that can compare to the result of the
‘‘Support Vector Machine’’ (SVM) [40], [41].

3) GRADIENT BOOSTED TREE (GBT)
The GBT algorithm is a classification method that was first
developed by Schapire et al. [42]. This concept is called
boosting and uses successive learners to learn the mistake
from the previous results. The concept of GBT is also another
classification DTRA that performs in a similar way to obtain
the result as the DT and RF algorithms. However, GBT
uses an iterative algorithm that creates a better decision tree
by learning the error from the previous decision tree that
had already been created [43]. Thus, GBT is a powerful,
fast learning algorithm for the classification and regression
problems and it has been used for many commercials such as
fraud detection [43].

The three DTRAs identified in this section (DT, RF, and
GBT) are very useful for analyzing the main variables that
impact on the level of building damage based on a machine
learning technique.
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III. RESEARCH DESIGN AND METHODOLOGY
The research design, including the study area information,
data collection, and descriptive statistics, as well as method-
ology of this research, are explained in this section.

A. STUDY AREA AND DATA COLLECTION
The data on the damaged buildings used in this research
were collected in Ishinomaki City, in the Northeastern area
of Japan, by the Tohoku Earthquake Tsunami Joint Survey
Group [44]. In addition, this research used the MLIT sur-
vey and other survey reports as well. Some members of
this research also took part in the survey group and pro-
vided a lot of the data set. The Dc, Vc, Dmax, and Vmax
variables were derived by simulation, as explained in detail
in [2]. In contrast, the damage levels were recorded during
the field survey after the 2011 GEJET, so the damage that
would be caused considering the simulated value might be
different from the real damage caused by the tsunami flow.
The damage level for each building was specified based on
the MLIT criteria. The data for damaged buildings in this
research were only for first-floor wooden buildings, because
in order to simulate the critical flow value of the tsunami,
the simulated buildings must be easily destroyed. Based on
the MLIT criteria, the damage levels were classified by the
structural and non@hyphestructural damage of the building.
Therefore, if the structural components of the building are
damaged, the damage level of the buildingwill be classified at
the ‘‘washed away’’, ‘‘collapsed’’, and ‘‘complete damage’’
levels. However, if only the non@hyphestructural compo-
nents of the building were damaged, the damage level of the
building would be classified as at a ‘‘moderate’’ or ‘‘minor’’
level [30].

B. DESCRIPTIVE STATISTICS
Based on the field survey and simulation analysis by the
Japanese research team, the data related to the building
damage level were gathered and cleaned before performing
the analysis. The data cleansing process was performed by
deleting some unrelated data and unrealistic data based on the
simulation and field survey. After the data cleaning process,
the cleaned data were sent to Thai research team based in an
excel spread sheet format. The four main variables used in
this research were the Dc, Vc, Dmax, and Vmax. The aver-
age, standard deviation (SD), maximum, and minimum value
for each variable are summarized in Table 3. The average
critical variables Dc and Vc) were lower than the maximum
variables Dmax and Vmax). Since the fracture or breaking
point of the material happened after the material had reached
its ultimate strength point [45], then the critical value of the
tsunami flow was reached after the tsunami flow had reached
its maximum value. The maximum value of both Dc and
Dmax were 5.789 and 8.128 m, respectively, because the
Japanese survey team only simulated for the first floor of the
wooden building. The maximum Vc and Vmaxwere 6.611 ms
and 23.8 kmh, respectively. This is the characteristic of the

TABLE 3. Descriptive statistic of the four main variables used in this
study.

tsunami flow because as the tsunami moves up to the land, the
velocity will decreasedue to the wave height of the tsunami.
Finally, in this research, the no damage level, or buildings that
received no damage, were classified as damage level 1. Then,
‘‘Minor’’, ‘‘Moderate’’, ‘‘Major’’, ‘‘Complete’’, ‘‘Collapse’’,
and ‘‘Washed away’’ damage levels were classified as dam-
age levels 2, 3, 4, 5, 6, and 7, respectively.

C. METHODOLOGY: CLUSTERING METHOD
This research used RapidMiner Studio Version 9.0.003 for
performing the analysis. Based on the variables in this study,
the values of each variable could notbe interpreted using the
DT algorithm directly because this type of algorithm does not
fit with continuous variables. Therefore, a clustering method
was the proper way for grouping the same characteristic data
into a meaningful group. Due to its popularity and wide
usage, the K@hyphemean clustering algorithm was applied
in this analysis [46]. This algorithm can separate the data
into k different clusters and set the center (called the ‘‘cen-
troid point’’) for each cluster. Then, it groups the data into
clusters by selecting the data that have a distance, called the
‘‘Euclidian distance’’, closest to the center for each cluster.
The distance between the data and the center of the cluster
was minimized using (1) [47];

J =
∑k

j=1

∑n

i=1

∥∥∥x ji − cj∥∥∥2 (1)

where x(j)i is the value of the variable x for observation i, and
cj is the center point of cluster j.

Based on the clustering algorithm, only two variables were
selected each time for analyzing in the clustering process.
The optimal number of clusters can be checked using the
‘‘Davies Bouldin Index’’ (DBI) [48]. A lower DBI indicates
a better performance of the clustering algorithm based on the
specified k clusters. From Table IVa, the Dc & Vc paired
variables were clustered into two groups, while the other
paired variables (Dc & Vmax, Dmax & Vc, and Dmax &
Vmax) were each clustered into three groups (Table 4 ).

Figure 1 shows how the variables in each group were
arranged. The groups of clusters I, II, and III are shown in
blue, yellow, and red color, respectively, although Fig. 1a)
has only two clusters. The stars on each figure represent
the centroid position for each cluster. The horizontal and
vertical lines show how the range in each variable was sep-
arated. The horizontal lines separate the range of variables
in the flow depth (y-axis), while the vertical lines separate

31070 VOLUME 9, 2021



K. Saengtabtim et al.: Predictive Analysis of the Building Damage from the 2011 Great East Japan Tsunami

FIGURE 1. Clustering result. Dc&Vc (a); Dc&Vmax (b); Dmax&Vc (c); Dmax&Vmax (d);.

TABLE 4. Davies Bouldin index (DBI) result.

the flow velocity (x-axis). The ranges of each cluster are
also separated by the characteristic of the lines. The dashed
line separates clusters I and II, whilethe solid line separates

clusters II and III. Therefore, the dashed horizontal and verti-
cal lines separated clusters I and II for the flow depth and flow
velocity, respectively, while the solid horizontal and vertical
lines separated clusters II and III for the flow depth and flow
velocity, respectively.

The summary of the centroid and the range of each clus-
tering method are also shown in Table 5. From these results,
clusters I, II, and III were classified as a low, medium, and
high level of variable, respectively. For example, cluster 0
from a) is classified as low level of both Dc and Vc. On the
other hand, there were only two clusters for the Dc & Vc
group, so cluster I and II in this case are classified as a low and
high level of variable, respectively. The numerical value of
the centroid of each clustering group is also shown in Table 5,
alongwith the range of each variable in each clustering group.

IV. RESULT
In this section, the clustering analysis results are explained
in Sub-section A.1 followed by the classification analysis
results in Sub-section B.
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TABLE 6. Result of the clustering method.

A. CLUSTERING ANALYSIS
In Section 3, the K -mean algorithm was used for clustering
each variable group to become categorical data. However,
before taking each group of variables to perform the classi-
fication analysis, correlation between the two groups of vari-
ables was tested for to avoid a multicollinearity problem. The
result of the clustering and correlation analyses are shown
in Table 6. To classify the damage level using two variables
per group, the correlation coefficient needs to be less than
0.6 [49] to avoid a potential multicollinearity problem. There-
fore, the Dmax & Vc and Dmax & Vmax groups should not
be used for predicting the damage level. From the root node
for each model in the DT analysis, Vc has more impact on
the damage level than Dc, and Vmax has more impact on the
damage level than Dc. Therefore, the flow velocity is more
influential on the damage level than the flow depth. The result
from this research is in accord with previous studies [2], [16]
that also stated that theVcwasmore influential on the damage
level than the Dc.

The accuracy results on the test data for each group of
variables also showed a good model performance in esti-
mating the true damage levels, with 64.0% accuracy of the
Dc & Vc, group, (i.e., 64.0% of the testing data set of the
variable Dc & Vc group can predict the true damage levels).
In contrast, the Dc & Vmax group had an accuracy rate of
84.7%.Finally, the accuracy of the specified range is also
provided. The accuracy of the specified range is the accuracy
for the clustered data that is actually in the specified range
based on Table 5. The group of Dc & Vc had an accuracy
range of 88.6, while that for the Dc& Vc group can cover the
true cluster by 88.60%.However, the Dc & Vmax group had
an accuracy for the specified range of only 69.2%.

B. CLASSIFICATION ANALYSIS
Before performing the classification analysis, the damage
level based on MLIT criteria were clustered into the two
groups of (1) repairable and (2) non-repairable damage levels.
The condition of this criteria follows [14] by stating that the
condition for damage levels above level 5 (collapse dam-
age level) as non-repairable or a great cost for retrofitting.
In contrast, damage levels below level 5 are considered as

TABLE 7. Parameter settings for three classification DTRAs.

repairable or possible to be used. After that, the best setting
for each classification DTRA was evaluated using the built-
‘‘Optimize Parameters’’ (Grid) operator. The set-up criteria
for each algorithm were well-defined and gave good results
(see Table 7 ).

The minimal leaf size, minimal size for split, maximal
depth, number of trees, and voting strategies were selected
to be the focusing parameters. Previously, the parameter for
minimal size for split and minimal leaf size were selected
by a trial and error method [50]. However, in this research,
the Optimize Parameters (Grid) function was used in order to
find the optimal parameters setting. Then, before performing
the classification analysis, the ‘‘cross validation operator’’
was applied. Using this operator, the number of k or the
number of subsets of the data were set to be 10 folds due
to the independent size of the training example, which can
also reduce the bias problem [51], [52]. After that, each
group of variables were analyzed using the DT, RF, and GBT
algorithms.

The result of the DTRAs is illustrated in Fig. 2, which
shows an example of the DT classification analysis based on
the group of Dmax & Vmax after transforming to categorical
data using the K -Mean clustering algorithm. Based on this,
Dmax represented the most important variable, shown by
being the top root node of the DT. In contrast, Vmax had
a lower impact for classifying the damage level, with the
damage level represented as the ending node of the decision
tree. The result of the damage level was generated by the
decision node of the decision tree, which was represented by
the level of Dmax and Vmax. The result of the classification
analyses is shown in Table 8, where each variable group was
analyzed by the three classification DTRAs. The Dmax & Vc
group had the highest classification accuracy when applying
the DT or RF classification algorithm, but when applying
the GBT classification algorithm the Dmax & Vmax group
performed better than the Dmax & Vc group.

V. DISCUSSION
As previously reported (e.g., [1], [3], the Dc, Vc, Dmax,
and Vmax were found to be the significant explanatory vari-
ables for predicting the damage levels to buildings. The Dc
and Vc were used as the criterion variables compared with
Dmax and Vmax to assess the building damage level from
the 2011 GEJET. However, this study found that using the
maximum variables might provide an underestimated level of
the building damage. Thus, the critical variables were used
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FIGURE 2. Result of the DT algorithm-based analysis.

TABLE 8. Classification accuracy of the three classification DTRAs.

as described in [48], where Dc together with Vc was used
as a focusing variable to assess the damage level without
considering any other variables. In this study, the analysis
extended what previous researches have done, where the
various combinations of critical andmaximum variables were
taken into consideration and the DTRAs were implemented
as a new methodology to find the most appropriate variables
to predict the damage level from a tsunami (specifically the
2011 GEJET). Table 6 shows that the group of variables
most appropriate and reasonable to use in the prediction were
the Dc & Vmax and Dc & Vc groups. According to the
correlation result, it is obvious that the group of variables with
a strong correlation must be eliminated and not taken into
consideration. Even thoughDmax can easily be obtained with
high accuracy, theDmax& Vc andDmax& Vmax groups had
a correlation coefficient of more than 0.6, a moderately strong
correlation [49], and so these two groups were eliminated
from this study since the variables were not independent from
each other.

Comparing between the Dc & Vmax and the Dc & Vc
groups, the focusing point is the accuracy rate from the
DTRAs and the overall accuracy of the specifying range.
Interestingly, if the Dc & Vmax group was selected, the pre-
diction accuracy would be higher than with the Dc & Vc
group.In practice, it means that selecting the Dc & Vmax
group will give a more precise prediction than the Dc & Vc
group.Nevertheless, if looking at the overall accuracy of the
specifying range, the lower accuracy rate in the Dc & Vmax
group indicates that researchers have to spend more time
classifying the damage level than with the Dc & Vc group.
The classification accuracy for the three classification

DTRAs also indicated that the critical variable (Vc) and
maximumvariable (Dmax) should be used together to classify

the damage levels of buildings when using the DT and RF
algorithms. However, the classification accuracy for GBT
when using Dmax & Vc group was less than the classifi-
cation accuracy for GBT when using the Dmax & Vmax
group. Moreover, the classification accuracies when using
the Dmax & Vmax group for the three classification DTRAs
were almost equal to that when using the Dmax & Vc group.
Therefore, using both maximum variables can obtain better
results for classifying the damage level. The results of this
research are also similar to those of [25], [53], who stated that
using the maximum variables could be used for classifying
the building damage levels from a tsunami.

VI. CONCLUSION
In this research, three DTRAs (DT, RF, and GBT) were used
for classifying the building damage levels from a tsunami
(using the 2011 GEJET) based on the maximum and critical
variables of the tsunami. The group of critical and maximum
variables were classified into the four groups of Dc & Vc,
Dc & Vmax, Dmax & Vc, and Dmax & Vmax to evaluate
whether the critical variable of the tsunami can create the
same impact as the maximum variable. For the data pre-
processing, the critical and maximum variable were clustered
by K -mean algorithm, which separated the variable in each
group is separated into the three categories of high, medium,
and low levels, except for the Dc & Vc group that had only
two categories (i.e., high and low levels). After classifying
the building damage levels, the result revealed that using the
maximum value of a tsunami can create a better classification
accuracy based on the use of the three different DTRAs.

Nonetheless, it is crucial to understand that this study still
has some limitations that can affect further predictions First,
based on Fig. 1, the results of the clustering analysis do not
clearly separate the level of each variable. So, the results
of the DTRAs might not be accurate. The building samples
in the dataset were only collected from residential buildings
made from wooden materials. Therefore, if future analysis
considers other types of buildings and includes other mate-
rials apart from wood, the predictive capability of the model
might be different. In addition, the damage level can be influ-
enced by other variables, such as the volume of the building
and water, distance from the shoreline, and the environment
around the area. Therefore, if these parameters are available,
future research can include these variables in the analysis
process to identify the new influence variables and enhance
the accuracy of the prediction.

The results of this study can be used to support academic
research, and industrial and government practices. In terms
of tsunami research, this study used three DTRAs (DT, RF,
and GBT) as a new approach to observe and identify the
influential variables based on the updated dataset from the
2011 GEJET, and the appropriate group of variables were
obtained by correlation analysis. For future studies in disaster,
when these variables are available to predict the damage
level, the analysis model can use these results as a compar-
ison to check for improvements in the prediction. However,
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correlation between the variables is of concern. This also
depends on the methodology, where this study used the
DTRAs and the correlation was not a problem in this analysis.
On the other hand, if the prediction is performed based on
other statistical techniques, such as regression, the effects
of correlation between variables should be thoroughly inves-
tigated. In addition, other machine learning techniques in
addition to DTRAs, such as SVM and ‘‘Artificial Neural
Network’’ (ANN), can be used to perform analyses in further
studies. Additionally, the recent DTRAs, such as Forest by
Continuously Excluding Root Node (Forest CERN) and For-
est by Penalizing Attributes (Forest PA) can be considered in
the further analysis if there are more attributes to be included.
Apart from this, the researchers in disaster prevention organi-
zation, engineers in construction companies, policy makers in
an insurance business, and government agencies can use such
findings as a criterion for their decision-making process.
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