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ABSTRACT Since AlexNet, large deep convolutional neural networks (DCNNs) have been one of the
major topics of interest in the field of computer vision, as well as bringing remarkable progress to the
field. However, there has been little effort to use the DCNNSs in realizing the mechanism of human memory.
The human memory can be classified into three types: sensory memory, short-term memory and long-term
memory. The short-term memory, also known as primary memory or active memory, is the information that
humans are presently perceiving or thinking about, whereas the long-term memory refers to the persistent
storage of information. In the mechanism of the human brain, the long-term memory enables the human
vision to identify the actual color of an object effortlessly. In the computer vision, the DCNN-based
illuminant estimation models are facing the long-term dependency problem as deeper networks encounter
widening gaps between their earlier layers and later layers. Therefore, it is highly inspiring to apply the
human long-term memory to the DCNN-based illuminant estimation models. The natural motivation of
this article is to present a novel persistent memory residual network (PMRN) model which provides the
DCNN with explicit access to persistent memory. The proposed PMRN architecture has two distinct units:
a recursive unit and a gate unit. The two units combined serve to facilitate persistent memory access in a
non-recursive fashion. The recursive unit has four residual blocks which are trained on the multiple-level
image features on diverse receptive fields. The residual block outputs are concatenated and then fed into the
gate unit. The proposed architecture keeps track of the recursive unit, deciding on how many of the earlier
blocks to keep in reserve and how much of the image features to let the present block store. In this way,
the proposed architecture contributes to solving the long-term dependency problem of conventional DCNNs.
Comprehensive experiments support unparalleled performance of the proposed architecture in comparison
to its counterparts and its potential to meet the needs of illumination estimation applications.

INDEX TERMS Human memory, long-term dependency problem, short-term memory, long-term memory,

illumination estimation, persistent memory residual network (PMRN).

I. INTRODUCTION

The color constancy, known as one of the abilities of the
human visual system (HVS), is a fundamental requirement
for dealing with comprehensive computer vision issues. With
color constancy, the computer vision is enabled to cope with
negative illumination influence and perceive actual colors of
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an object effectively. Most computer vision-applied systems
obtain diverse information from the actual colors of objects
by performing color balancing of their input images. How-
ever, digital image devices have yet to equip their embedded
photoelectronic sensors with an automatic function to correct
illuminant colors. To address this problem, a lot of researchers
have proposed state-of-the-art computational color constancy
approaches by seeking to mimic the dynamic color balanc-
ing of the cones in the HVS [1]-[3]. These approaches are
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largely broken down into two categories: statistics-based and
learning-based approaches.

The statistics-based methods make use of the prede-
fined illuminant prediction models based on the grey-world
hypothesis about the natural scene. The White-Patch [1]
exemplifies this category in that the maximum response of
three channels, red, green and blue is predefined as the achro-
matic color. Van De Weijer et al. [4] have tried to improve
estimation accuracy by combining several statistics-based
methods such as max-RGB [1], Gray-World (GW) [5], Gen-
eral Gray-World (GGW) [6] and Shades of Gray (SoG) [7].
In contrast, learning-based algorithms use network models
which learn image patch data to perform illumination infer-
ence. Today, these algorithms are widespread in the computer
vision community now that they radically outperform their
statistic-based counterparts. Some of these learning-based
methods have limitations when it comes to shallow network
models which learn handcrafted image features [8]-[10].
However, recent learning-based approaches [11]-[14] have
adopted the DCNNs which learn hierarchical feature maps.
This work delves deeper into the DCNN-based approach and
its implications. Bianco et al. [11] propose a learning-based
method where non-overlapping image patches are provided
for the CNN to estimate local illuminations, combine the
results and estimate global illumination. Lou et al. [13] pro-
pose a network architecture which brings the global-level
semantic context to the illumination estimation, and their
method uses the whole image as input data. However, their
architecture finds it hard to accurately estimate local semantic
regions, which has vital influence on illuminant estimation
results. Hu et al. [14] present a segment-wise approach,
known as FC4, which utilizes the confidence maps of
individual image patches to predict the color of the source
illuminant. The FC4 model that is trained on semantic infor-
mation delivers the smoothed results in the local regions,
but finds it difficult to identify small objects. When the
network mistakes small objects as noisy regions, the con-
fidence maps are misled into masking the small objects,
resulting in inaccurate local estimations. Afifi [10] intro-
duces an algorithm with the semantic mask that proves effec-
tive in achieving satisfying computational color constancy.
This approach requires preparing the algorithm to have the
semantic mask in advance, which involves many compli-
cated process steps. More recently, Choi et al. [15], [16]
propose novel approaches by combining residual networks
and dilated convolution to address the color constancy issue.
These methods surpass their state-of-the-art counterparts, but
come with a serious drawback: huge computation burden
since the network is required to learn immense amounts
of extra parameters using dilated convolution. With the
learning-based approaches, the network models are made up
of independent layers in sequence i.e. each layer affecting
the next layer, which accounts for the short-term memory
or the restricted long-term memory. Recently, it is published
in neuroscience that the human brain preserves and stores
in neocortical circuits what they acquire or are informed
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previously [17]. Unlike the human brain, the learning-based
color constancy models do not have the mechanism to realize
persistent memory.

Inspired by the unresolved challenges and opportunities for
progress, this article presents a novel illuminant estimation
model by adopting a large deep PMRN which has a memory
block. The most interesting part of the proposed architecture
is that a memory block consists of a recursive unit and a gate
unit, which is intended to provide explicit access to persistent
memory. The recursive unit has four residual blocks each
of which learns the multiple level image features on diverse
receptive fields in the mechanism of short-term memory.
The residual block outputs are concatenated and then fed
into the gate unit, which functions in a non-linear manner
to implement persistent memory. In this way, the proposed
PMRN realizes both short-term memory and long-term mem-
ory. In summary, the notable contributions of this article are
as follows:

¢ Using the memory block in implementing the gating
mechanism to navigate the long-term dependency challenge.
Each residual block feeds its respective weights into the gate
unit as its input and the gate unit is trained on those inputs.
At the same time, the architecture keeps track of the recursive
unit by deciding on how many of the previous blocks to keep
in reserve and how much of the image features to let the
present block store.

¢ With a very deep end-to-end PMRN for color con-
stancy task, the proposed architecture produces mid- and
high-frequency signals and facilitates the maximum possible
network flow. To the best of our knowledge, this work is the
first to bring the mechanism of human long-term memory to
the illuminant estimation domain by building a novel PMRN.

¢ The proposed PMRN surpasses existing illumination
estimation approaches by overcoming their limitation and
estimating multiple illuminants, and accordingly demonstrat-
ing the latest performance. The proposed architecture is a
single PMRN model and has robust learning competence.

Il. RELATED WORK

A. ILLUMNATION ESTIMATION

A captured image is represented by the image formation
model which has three factors: the light spectral distri-
bution, e(}), the surface reflectance at a specific location
X,8(X, 1), and the camera spectral sensitivity function, c () =
{R(0),G(\),B)}T. In this model, A refers to the wave-
length of the light source. In obedience to the theory of
Lambertian reflectance model, the integral calculus is used to
approximate the pixel intensity value of the captured image,
p = [R, G, B]", by calculating the light spectral distribution,
the surface reflectance at a specific location and the camera
spectral sensitivity function inside the human-visible spec-
trum [18], which goes as follows:

pz (X) = M(X)[ e(A)s(x,A)c; (M) dr;

w

z={R, G, B} (1)
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where w refers to the human-visible spectrum and m (x)
represents a diagonal matrix of the Lambertian reflectance
shading of three channels, red, green and blue. Supposing
that the perceived object color under one or multiple light
sources is determined by the light spectral distribution, e(A),
and the camera spectral sensitivity function, c (1), ignoring
the influence of the imaging device, the light source e can be
inferred and described as follows:

€R
€e=1 e;G
€B

= / e (M) s(x,A)c; (M) dA (2)

In other words, the Lambertian reflectance model transforms
the three factors of the image formation model into the pixel
intensity value of the image, p, which in whole or in part
implies and thus is used to infer the color of the light source,
e, of the captured image.

B. BASIC MEMORY NETWORK

Let f, refer to the feature extraction operator and By denote
the extracted features. Basically, a memory network uses a
convolutional layer to extract the features from input image
data, x, and feed them into its first memory block (MB),
which goes as follows [19]:

By :fext(x) (3)

Provided that the memory network consists of the stacked
m memory blocks which process the feature maps, the feature
map output, B, is a function of the mth memory block, M,,,
described as follows:

By =My, (Bj—1) = Myy (M1 (... (M (Bo)))) +x

“

To learn the direct mapping, the memory network uses a
convolutional layer in its ReconNet to rebuild the residual
image [20]-[22]. Accordingly, the memory network can be
formulated as follows:

Y =D (X) = free My Mpyr—1 (- .. (M1 (fext (x)))))) +x

&)

where f.. represents the rebuild function and D refers to a
function of the memory network. If a training set is defined
as {x(’) x(’)} _, Where N is the number of training image
patches and x(’) is the ground truth of the input patch x?,
the memory network can compute a function of the train loss,
expressed as follows:

co- 3 XL,

where O refers to a set of the parameters.

7O _ D(x(i))H2 , (6)

lll. THE PROPOSED PMRN APPROACH

In recent years, deep learning approaches have played a vital
role in making huge advances in several vision tasks. This is
possible mainly because of the progress in the capability to
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handle massive labeled training datasets. Still, the computer
vision is facing absolute shortages of the labeled training
datasets, among other image dataset problems, for illumi-
nation estimation, which thus calls for the color constancy
innovation to estimate the most likely single or multiple
illumination colors. Figure 1 illustrates the question (top) that
illumination estimation research is seeking to answer (bot-
tom) by publishing a lot of state-of-the-art learning-based
network models and proving their models to outperform their
statistics-based counterparts in terms of accuracy. Today,
it is very pronounced in neuroscience that there are a lot of
recursive connections in the neocortex of the human brain.
Meanwhile, there has been little work to build the mechanism
of recursive connections into the DCNN-based architecture,
which has the potential to take illumination estimation to a
higher level of accuracy. Inspired by the insights about the
recursive connection mechanism in the human brain, this
work presents a novel PMRN architecture which consists
of a recursive unit and a gate unit. Figure 2 illustrates how
persistent memory works in the proposed architecture. Every
image feature from the recursive unit is concatenated and then
fed into the gate unit.

This section dives deep into the proposed PMRN archi-
tecture. The proposed architecture has a memory block con-
sisting of a recursive unit and a gate unit. The recursive unit
operates in a non-linear manner, like human synapses which
function in a recursive fashion [23], [24]. The recursive unit
has four residual blocks (RB) that were originally proposed
in ref. [25] and they fulfill robust learning, object recognition
and image classification through the process of recursion. Let
R refer to a function of the residual block, and H,f,_l and
H!, denote the input and the output of the r'M residual block,
respectively. Let F refer to the residual function (RF) with
r=1and ng = B,,—1, and W, denote the set of weights on
which the proposed architecture is trained. The residual block
output is a function of the m™ memory block, described as
follows:

Hy =Ry (Hy ") = F (B W) +HD )

Every residual block has a skip connection, and three
convolutional layers each of which has the pre-activation
structure [26], which goes as follows:

i ()

1,2,3, ®)

F(H,;—l, Wm> =W

where 7 is an activation function, ReLu [27], which is the
following step after batch-normalization. Next, when the
recursive unit generates multiple-level image features on
receptive fields in a recursive fashion, the residual block
takes and learns the image features, which illustrates how
short-term memory works in the proposed architecture. Then,
the short-term memories are ready for concatenation. Suppos-
ing that the recursive unit performs recursion R times, the 't
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FIGURE 2. The structure of the proposed PMRN architecture.

recursion is expressed as follows:

H, =R, (Bu-1) = RuRu(... Rp(Rn—1))..)) (9

r

where the r — fold recursions are calculated and {H,Z}le
represents concatenation of multiple-level image features or
short-term memories: B = [H) H?2, ... HR]. In addi-
tion, the proposed architecture learns what the (m—l)th resid-
ual block passes into the m™ residual block at the present
moment, which accounts for long-term memory, described
as B = [Ry.Ro. ... .Ry_1]. Both short-term memory and
long-term memory are concatenated and then fed into the gate

unit as its input image features, which goes as follows:
it hort  pl
B8 = [B))°", B8] (10)
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The proposed architecture learns the weights of both
short-term and long-term memory adaptively by means of the
gating mechanism of the gate unit or a 1 x 1 convolutional
layer. Supposing that f,ﬁm is a function of the 1 x 1 convo-

lutional layer parameterized by W5" where B,, is the output

of the m™ memory block, the gating mechanism is modeled
as follows:

Bm :frﬁate (Bfnate) — Wrﬁater(Bfnate) (11)

Based on the weights of the long-term memory, the pro-
posed architecture keeps track of the recursive unit by decid-
ing on how many of the previous blocks to keep in reserve
and how much of the image features to let the current block
store. Therefore, the gating mechanism can be redefined as
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FIGURE 3. Sample images of each dataset: Gray-ball, NUS-8 camera and Shi’s datasets.

follows:
By = My, (Bm—l) :fgate([Rm (Bm—l) PR Rﬁf)

(Bu1), Bo - But ] (12)

Based on the mathematical analyses above, the proposed
PMRN is highly effective in taking illumination estimation
to the next level of accuracy and efficiency by overcoming
the long-term dependency problem and outperforming its
conventional counterparts.

IV. EXPERIMENTAL RESULTS AND EVALUATIONS

This section discusses experimental datasets and their evalu-
ations to verify the proposed architecture. The experiments
use several standard datasets: Shi’s dataset, NUS-8 cam-
era dataset and Gray-ball dataset. The RAW images, origi-
nally taken with a higher-quality SLR camera without color
adjustment in sSRGB format [28], are reprocessed by Shi
and Funt [29] into a 14-bit linear high-dynamic-range image
format, not an 8-bit standard format. Another part of Shi’s
dataset includes 568 indoor and outdoor images, taken with
Canon 5D and Canon 1D DSLR cameras. While taking the
photos, the Macbeth Color Checker (MCC) chart is put up
in every scene to ensure distinct contrast between the definite
illumination color and the remainder on each resulting image,
as well as facilitating accurate illumination estimation. The
black level offset of the cameras is eliminated in advance,
as suggested in ref. [29]. The NUS-8 camera dataset [30] is
similar to Shi’s dataset in that a digital SLR camera is used
with the MCC chart in front, while taking photos of every
scene. A difference is the numbers of cameras and images:
total 8 cameras are used to take a massive number of images.
Specifically, the dataset has 1,853 images with each camera
taking approximately 200 images. The Gray-ball dataset [31]
comprises approximately 11,000 images taken by a digital
video camera with a neural gray ball in front, reflecting the
color of the ambient light in every individual scene. The
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TABLE 1. Instances of different kernel sizes for learning time per epoch.

Leaming time (scc.)

Inst 1 x1 1x1,1x1,1x1,1x1 8.1
Inst 3 x1 3x3,1x1,3x3,3 %3 9.5
Inst 3 X3 3 x3,3x3,3x%x3,3x%X3 10.1
Inst 3 X5 3 x3,5x%5,3x%3,3 %3 10.8
Inst 5 x5 5%5,5%5,5%5,5x%5 12.1

gray ball is in sight at all times. Figure 3 exemplifies the
above three datasets. Starting with Shi’s dataset, the proposed
architecture resizes the images in RAW format into 512 x 512
input image patches and then crops the resized image patches
into images in the max (w, h)= 51, 529 pixels. The cropped
image data is divided into three folds for three-fold cross
validation. One fold is used to train the proposed architec-
ture, another to validate, and the other to test. The proposed
architecture takes the same process with the other datasets.
In parameter optimization experiments, this study selects
two parameters: the initial learning rate and the kernel size,
among several parameters, which are of vital importance for
accuracy. The experiments are designed to determine the opti-
mal initial learning rate for accuracy, while other parameters
are fixed such as a weight decay of 5 x 10~ and a momentum
of 0.9. Figure 4 (a) compares average angular errors and
Figure 4 (b) median angular errors at different initial learning
rates. As a result, both the average angular error and the
median angular error are minimized at the initial learning rate
of 2.00E-4. The symbol “2.00E — 4" translates into 2x 107,
In the proposed architecture, the convolutional layers take
the input image data and extract the image features in the
receptive field. The size of the receptive field depends on
the size of the filter kernel at each convolutional layer. The
narrow-sized filter kernel has advantages: a decreasing num-
ber of parameters and faster processing, but the disadvantage
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TABLE 2. Comparison of the state-of-the-art learning-based and the proposed methods in terms of angular error with the use of Shi’s dataset.

. _____________________________________________________________________________________________________________________________________________________________________________1

SVR Regression Method[33] 8.08 6.73 7.19 3.35 14.89
Edge-based Gamut[34] 6.52 5.04 5.43 1.90 13.58
Bayesian Method[28] 4.82 3.46 3.88 1.26 10.46
Natural Image Statistics[35] 4.19 3.13 345 1.00 9.22
Intersection-based Gamut[33] 4.20 2.39 2.93 0.51 10.7
CART-based combination[36] 3.90 291 3.21 1.02 8.27
Spatio-spectral|[37] 3.59 2.96 3.10 0.95 7.61
EM-based Method|[38] 2.89 2.27 242 0.82 5.97
19-Edge Corrected-moment[39] 2.86 2.04 222 0.70 6.34
CNN based Method[40] 2.75 1.99 2.14 0.74 6.05
ED-based Method[9] 2.42 1.65 1.75 0.38 5.87
H. Zhan et al [41] 2.29 1.90 2.03 0.57 4.72
DS-Net[42] 224 1.46 1.68 0.48 6.08
SqueezeNet-FC4[14] 223 1.57 1.72 0.47 5.15
AlexNet-FC4[14] 2.12 1.53 1.64 0.48 4.78
Choi’s method [15] 2.09 1.42 1.60 0.35 4.78
CMoDE[16] 2.05 1.06 1.42 0.29 4.50
Proposed method 2.01 1.02 1.35 0.24 34

TABLE 3. Comparison of the state-of-the-art learning-based and the proposed methods in terms of angular error with the use of Grey-ball dataset.

. _________________________________________________________________________________________________________________________________________________________________________1

SVR-Regression Method 13.17 11.28 11.83 4.42 25.02
Bayesian Method 6.77 4.70 5.00 - -
Natural Image Statistics 5.24 3.00 4.35 1.21 11.15
EM-based Method 4.42 3.48 3.77 1.01 9.36
CNN-based Method 4.80 3.70 - - -
Choi’s method 4.03 1.88 2.60 0.61 10.77
CMoDE 3.28 1.70 2.27 0.53 6.69
Proposed method 3.02 1.64 1.74 0.49 6.45

is declining accuracy. So, the experiments in this work are
designed to optimize the filter kernel size for each individual
convolution layer. Table 1 compares learning times per epoch
at different instances of filter kernel sizes and implies that a
slight increase in the kernel size leads to a slight increase in
the computational cost. As a result, the narrowest-size kernel
filter, Inst_1 x 1, is the best performer in terms of efficiency.
Figure 5 contrasts average angular errors and median angular
errors at different instances of filter kernel sizes. The exper-
iments use Shi’s dataset to optimize the filter kernel size.
Resultingly, both average angular error and median angular
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error are minimized at Inst_3 x 3 of the filter kernel size. The
experiments use TensorFlow [32] with TITEN RTX D6 24G
GPU support.

For peer comparison, the proposed method is com-
pared with state-of-the-art learning-based methods using
Shi’s data. Table 2 is a comparison between state-of-the-art
learning-based methods and the proposed method by angu-
lar error: average, median, trimean, best 25%, and worst
25%. Notably, Hu et al. [14] put forward a segment-wise
approach, FC4, that uses the confidence maps of individual
image patches in predicting the color of the source illuminant.
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In this approach, the network learns semantic information and
builds the confidence maps. Resultingly, the network brings
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about the smoothed local regions on the images and causes
some local estimations slightly unclear. The problem with this
approach is that the network misleads the confidence maps
into masking small objects which are not even noisy regions.
With this approach, the network can hardly identify small
objects. To address the accuracy problem with SqueezeNet-
FC4 and Alex-FC4, Choi et al. [15], [16] come up with
novel approaches, using the residual network and the dilated
convolution. In result, these methods outperform their state-
of-the-art counterparts in terms of accuracy, but come with a
serious drawback: huge computation expense. To trigger the
dilated convolution, these methods are forced to pad with zero
to the left of the filter. This burdens the networks with extra
massive parameters to learn. The approaches have another
weakness: dependency on earlier layers in the networks.
To resolve the problem and increase accuracy, several DCNN
approaches have been developed as in ref. [43]-[45]. These
approaches have been cited because of their high performance
in the DCNN community. Nonetheless, there has been lit-
tle work to use the DCNNS in realizing the mechanism of
human memory. In this respect, this work proposes the PMRN
approach by bringing the human memory mechanism and
gating mechanism to illumination estimation. The memory
block fulfils the gating mechanism, which serves to address
the long-term dependency challenge facing previous CNN
methods. In the memory block, a recursive unit is trained on
multiple level image features, which represents the mecha-
nism of short-term memory. The residual block outputs are
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TABLE 4. Comparison of the state-of-the-art learning-based and the proposed methods in terms of angular error with the use of NUS-8 Camera dataset.

|

Camera Mean-Angular Error
CanonlDs 6.13 3.58 321 4.18 3.18 3.05 2.93
Canon600D 14.51 3.29 2.67 3.43 235 221 2.12
FujiXM1 8.59 3.98 2.99 4.05 3.10 2.95 2.76
NikonD5200 10.14 3.97 3.15 4.10 2.35 223 221
OlympEPL6 6.52 3.75 2.86 3.22 2.47 232 2.26
LumixGX1 6.00 3.41 2.85 3.70 2.46 2.34 2.25
SamNX2000 7.74 3.98 2.94 3.66 232 2.18 2.13
SonyA57 5.27 3.50 3.06 3.45 233 221 2.12
Camera Median-Angular Error
CanonlDs 4.30 2.80 2.67 3.04 2.71 2.43 1.57
Canon600D 14.83 2.35 2.03 2.46 2.19 2.05 1.27
FujiXM1 8.87 3.20 245 2.96 2.82 2.55 2.01
NikonD5200 10.32 3.10 2.26 2.40 1.92 1.66 1.35
OlympEPL6 439 2.81 2.24 2.17 2.12 1.81 1.78
LumixGX1 4.74 2.41 222 2.28 1.42 1.25 1.22
SamNX2000 7.91 3.00 2.29 2.77 1.32 1.15 1.12
SonyA57 4.26 2.36 2.58 2.88 1.65 1.53 1.50
Camera Trimean-Angular Error
CanonlDs 4.81 2.97 2.79 3.30 2.69 2.52 2.04
Canon600D 14.78 2.40 2.18 2.72 233 2.21 1.49
FujiXM1 8.64 3.33 2.55 3.06 2.88 2.74 2.12
NikonD5200 10.25 3.36 2.49 2.77 1.95 1.90 1.63
OlympEPL6 4.79 3.00 228 242 2.18 1.95 1.90
LumixGX1 4.98 2.58 2.37 2.67 1.81 1.64 1.62
SamNX2000 7.70 3.27 2.44 2.94 1.65 1.51 1.48
SonyA57 4.45 2.57 2.74 2.95 1.91 1.75 1.74
Camera Mean of Best-25%
CanonlDs 1.05 0.76 0.88 0.78 0.65 0.52 0.49
Canon600D 9.98 0.69 0.68 0.78 0.73 0.59 0.47
FujiXM1 3.44 0.93 0.81 0.86 0.75 0.81 0.72
NikonD5200 4.35 0.92 0.86 0.74 0.57 0.43 0.42
OlympEPL6 1.42 0.91 0.78 0.76 0.80 0.75 0.73
LumixGX1 2.06 0.68 0.82 0.79 0.65 0.53 0.51
SamNX2000 2.65 0.93 0.75 0.75 0.53 0.39 0.33
SonyAS57 1.28 0.78 0.87 0.83 0.57 0.42 0.4
Camera Mean of Worst-25%

CanonlDs 14.16 7.95 6.43 9.51 6.67 6.53 6.35
Canon600D 18.45 7.93 5.77 5.76 5.29 5.19 5.15
FujiXM1 134 8.82 5.99 9.37 5.64 5.53 54
NikonD5200 15.93 8.18 6.90 10.01 4.86 4.72 4.66
OlympEPL6 15.42 8.19 6.14 7.46 4.62 4.49 44
LumixGX1 12.19 8.00 5.90 8.74 5.74 5.55 5.21
SamNX2000 13.01 8.62 6.22 8.16 5.55 5.39 4.58

SonyA57 11.16 8.02 6.17 7.18 5.12 4.95 4.60

concatenated and then fed into the gate unit, which portrays
the mechanism of long-term memory. Both short-term mem-
ory and long-term memory are concatenated and then fed
into the gate unit in a non-linear function to realize persis-
tent memory. As a result, the proposed architecture tops the
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the-state-of-the-art methods in the field of the illuminant
estimation as in Table 2. Figure 6 contrasts the state-of-
the-art methods and the proposed method in terms of total
training losses and their respective learning behavior or con-
vergence trends with the use of Kngma and Adam [46].
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Resultingly, the proposed architecture tops the other methods
by converging toward the lowest total training loss. Figure 7
compares angular error distributions of several high perform-
ers from Table 2: CNN, ExampleCC, ED, SqueezeNet-FC4,
CMOoDE, and the proposed architecture. In result, the pro-
posed architecture tends toward the lowest angular error.
To verify illumination invariant, another experiment is con-
ducted to contrast conventional learning-based methods and
the proposed architecture, with the use of Grey-ball dataset
in terms of mean, median, trimean, best-25% and worst-
25%. Table 3 summarizes the experimental results where
the proposed PMRN architecture records the lowest angular
error among its conventional counterparts. To verify camera
invariant, another experiment is conducted to compare state-
of-the-art conventional methods and the proposed PMRN
architecture, with the use of the newest and widespread
NUS-8 camera dataset [30] in terms of mean, median,
trimean, best-25% and worst-25%. Table 4 summarizes the
experimental results where the proposed architecture proves
to outperform its latest counterparts regardless of the camera
sensitivity.

V. CONCLUSION

This article presents a deep end-to-end persistent memory
architecture with a memory block by bringing the human
memory mechanism and gating mechanism into illumination
estimation approaches. The memory block fulfils the gating
mechanism to address the long-term dependency challenge
with previous CNN methods. In the memory block, a recur-
sive unit is trained on multiple level image features, which
illustrates the mechanism of short-term memory. The residual
block outputs are concatenated and then fed into the gate
unit, which portrays the mechanism of long-term memory.
Both short-term memory and long-term memory are concate-
nated and then fed into the gate unit in a non-linear function
to realize persistent memory. Peer comparison supports the
unparalleled superiority of the proposed PMRN architecture
over its latest conventional counterparts. In the comparative
experiments, various color constancy datasets are used such
as Shi’s dataset, Grey ball dataset and NUS-8 camera dataset.
Still, more needs to be done to advance towards optimizing
the CNN structure.
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