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ABSTRACT Underwater cultural heritage sites represent an attractive and exciting experience for diving
tourists, even if often it is complicated for them to understand the significance and value of the remains that
are usually strongly damaged and covered by the marine organisms. Thanks to the recent advancements in
technologies that overcome these problems, augmented reality is nowadays possible even in such harsh
conditions, opening new possibilities for enhancing the diver’s experience. However, no user study has
formally evaluated the usefulness and usability of augmented reality in open sea underwater environments.
This paper presents two novel solutions for underwater augmented reality: a compact marker-based system
for small areas, and a complex acoustic system for large areas. Both of them were deployed at an underwater
cultural heritage site and evaluated by ten divers in experiments analyzing their perception and remembrance,
interests, and user experience. For comparison, the same study was also performed with non-divers assessing
the marker-based system on land. Results show that both systems allow divers to encounter new and exciting
moments and provide valuable insights for underwater augmented reality applications.

INDEX TERMS Augmented reality, cultural heritage, sensor fusion, underwater, user experience, user
testing.

I. INTRODUCTION
Cultural heritage sites are spread not only on land, but also
underwater. Places of great historical importance include
submerged buildings, sunken ships, or ports [11]. Such sites
are of interest to historians, archaeologists, tourists, and
enthusiastic divers due to better accessibility of the sites
and increased diving equipment availability in recent years.
Although augmented reality (AR) systems help with present-
ing similar on-land sites to the general public for a long time
[54], applying AR on underwater cultural heritage sites is still
very challenging. The main reasons are bad visibility condi-
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tions [50] and unavailability of localization tools like Global
Navigation Satellite System (GNSS) [46]. The underwater
environment also impedes diver’s movements and requires
electronic devices to be covered from water, which causes
difficulties when operating the equipment. Because of the
above, we have limited knowledge about user experiences in
underwater AR environments.

This paper presents the final prototypes of two novel hybrid
systems for underwater AR presented by Čejka et al. [53] and
Bruno et al. [9]. The first one is designed for smartphones and
uses visual-inertial tracking. It obtains the diver’s absolute
position from a set of markers placed predefined locations,
and represents a compact solution for small areas. The system
is also equipped with an image-enhancing part to improve
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the performance of the marker tracking technique operating
underwater in bad visibility conditions. The second one is
designed for tablets. It also utilizes inertial tracking, but the
absolute position is obtained by acoustic localization (which
does not depend on the visibility) although its accuracy and
update rate is lower. This system represents a complex solu-
tion that can span large area underwater sites. Both systems
include optimised user interfaces specifically designed for
underwater environments and were evaluated with ten users
at an underwater cultural heritage site assessing their user
experience and perceived cognitive workload.

This paper also explores how divers perceive virtual objects
underwater. Although past research has been done for virtual
scenes on land [34], to our knowledge, this is the first percep-
tion study performed in underwater conditions. After the par-
ticipants explored the underwater site, they were asked about
the details they remembered about the site. Their answers
were compared with the ones of another group of participants
performing the same test on land. Additionally, the paper
explores the similarities and differences in objects that are
observed by divers in water and non-divers on land.

The main contributions of this paper are:

• Description of improvements in two novel systems
localizing divers at underwater sites designed for under-
water AR and utilizing on marker-based tracking, mark-
erless tracking, inertial sensors, and acoustic tracking.
The systems extend the previous versions with mark-
erless tracking and support for new housing. They also
include new methods for interaction with smartphones
using tilting and with tablets using a five-button inter-
face of the new underwater housing.

• An evaluation of user experience, perceived workload,
and perception of virtual scenes of both systems in
real-world conditions of an underwater cultural heritage
site.

• An extension of the comparison of image-enhancing
algorithms for AR performed by Čejka et al. [50] based
on the data collected in real use case scenarios.

Both applications are available for the general public
and can be downloaded at https://imareculture.eu/downloads/
project-tools/ar-underwater.

A. RELATED WORK
There are several systems that present information about
cultural heritage using AR [2]. Archeoguide [54] was one
of the first systems that displayed virtual objects in AR
at historical sites and provided information about cultural
heritage objects. CityViewAR [30] focused on buildings in
modern cities lost during earthquakes, and KnossosAR [18]
addressed the problems of interaction, navigation, and occlu-
sion in the virtual scene. Web-based systems were explored
by Kourouthanassis et al. [28]. User experiences in a mobile
AR tourist guide were also recently examined [47].

Underwater AR is mostly an unexplored area. We found
only a very few solutions, most of them for controlled

environments like swimming pools. One of the first under-
water AR solutions was proposed in 1999 by Gallagher [19]
for military purposes. It consisted of an underwater
head-mounted display (HMD) that improved the view of
Navy divers. Morales et al. [35] proposed a more recent solu-
tion, which implemented a system composed of a see-through
HMD with a webcam in front of it, integrated into a water-
proof housing, and placed over the diving mask. This system
aimed to increase the awareness and safety of the diving
operations by providing the diver with additional elements
in his visual field. Brown and Wang [8] presented an under-
water AR system intended to support both recreational and
commercial divers during navigation and provide also a fish
identification scheme. Other AR systems were limited only to
swimming pools [4], [38], [39]. Bruno et al. [10] presented
a novel system that integrates an underwater tablet with an
acoustic localization system with a Long BaseLine (LBL)
configuration to enable a diver to locate itself through a map
of the underwater site. It was not an underwater AR system
because it did not deliver any AR visualization through a
hypothetical reconstruction.

Many AR systems track objects with markers, which are
artificial targets that are easy to recognize. Real-time applica-
tions often use square markers [20], [24], [43], [55], elliptic
markers [6], [27], [37], or markers of irregular shapes [5].
Robust markers for bad visibility conditions also exist [49],
[56]; however, their detection is very slow. Enhancing the
contrast of underwater images can improve detection [50],
[52]. Tracking can also be done without markers by tracking
natural features [26], [36], or directly by comparing image
intensities [17], [45]. Systems for tracking the position of
the viewer are incorporated into modern mobile operating
systems [3], [21].

Perception and user experience in mixed reality environ-
ments have been evaluated inmany occasions. Albert et al. [1]
examined participant’s ability to recall objects in a virtual
reality scenario and studied the dynamics of their gaze
behavior and fixation of their eyes on individual virtual
objects. Rietzler et al. [42] focused on perceiving time
and explored the impact of its acceleration and decelera-
tion on users. Keil et al. [25] investigated the user’s per-
ception of space and measured the effect of guides and
virtual grids on assessing the distances between real objects.
The effect of AR on attention, accuracy, and recogni-
tion was studied by Dixon et al. [14] on surgeons per-
forming endoscopic operations and by Rusch et al. [44]
on car drivers traveling long distances in simulated
environments.

In terms of user experience, Greenfeld et al. [22] com-
pared the impression of users on five methods providing
mixed reality experience: head-mounted displays, large-scale
immersive displays, AR see-through displays, smartphone
virtual reality, and tablets. Differences in engagement
between a real and simulated walk in nature were examined
by Calogiuri et al. [12]. Still, none of this research explored
user experience in underwater marine virtual environments,
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though an AR game for children in swimming pools was
designed and tested by Oppermann et al. [39].

FIGURE 1. Architecture (a) and hardware (b) of the marker-based AR
system.

II. MARKER-BASED VISUAL-INERTIAL SOLUTION FOR
SMARTPHONES
Themarker-based visual-inertial system represents a compact
and affordable solution for underwater localization, whose
price compensates the necessity of populating the area with
markers. It is composed of a smartphone, a waterproof hous-
ing, and a set of markers. The architecture of the system is
based on the work of Čejka et al. [53] and is depicted in
Figure 1a. The system processes the data from the smart-
phone’s camera and its inertial measurement unit (IMU) and
computes the diver’s absolute location using the information
about markers distributed over the underwater site at known
positions. User interaction is realized with the buttons of
the housing and with the smartphone’s accelerometer that
allows divers to tilt the device to write texts or choose from
a list of options. The input is processed by the applica-
tion and presented as a textual and graphical output on the
screen.

The system is designed to run on a general smartphone,
which usually cannot operate under water and must be pro-
tected. Our experiments were performed using a Samsung S8
smartphone sealed in a Diveshot housing from Easydive [15],

see Figure 1b. This housing completely covers the smart-
phone and prevents the divers from controlling it by accessing
its screen. The onlyway to operate the smartphone is with five
optical buttons located at the right part of the housing.

The camera images are first improved by the MBUWWB
algorithm [52] and then searched for markers in the subse-
quent step with the ARUco3 algorithm [43]. Black-and-white
markers of size 20×20 cm are printed on 20×20 cm Dibond
sheets of thickness 3 mm; each marker contains a 6 × 6
binary matrix with its identification. Additional weight was
added to the markers to avoid them moving around. Pairs of
markers are grouped into anchors that define reference points
with a known absolute position at the site, see the left part of
Figure 2.

FIGURE 2. Underwater site after the setup of both the systems. Notice
two pairs of markers representing two anchors located in corners of the
room in the left part of the image, and the base of the acoustic
localization system in the right part of the image.

Our system also incorporates the ARCore library [21]. This
library is a standard component of the Android operating
system and provides a marker-less tracking based on the
IMU and the natural features detected in the camera stream.
It gradually builds an internal map of the area and computes
the diver’s position on this map, relative to the last known
point. When combined with anchors’ position, it updates the
absolute location of divers, and thus it can provide the posi-
tion even when they travel between anchors and no marker
can be detected.

Two main activities are supported: observing the underwa-
ter site augmented with virtual objects (see Figure 3a), and
filling a questionnaire underwater (see Figure 3b). For the
first activity, the system improves recorded images, searches
for markers, and renders the virtual content on the screen.
The questionnaire activity obtains feedback from the diver;
it asks for their name or other identification and gives them
a set of questions with predefined answers. Other supported
functionalities are a calibration tool, and a recorder tool. The
calibration tool computes the camera’s intrinsic and extrinsic
parameters under water, because the parameters are different
from those obtained on land [29]. The recorder tool stores the
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FIGURE 3. Two main activities provided by the system: AR view on the
underwater site (a) and answering a questionnaire (b).

incoming uncompressed visual and inertial data for further
offline processing and system evaluation.

User interaction is supported based on tilting the device
underwater as described by Čejka et al. [51]. It operates
by reading the accelerometer data, then derives a device
inclination, and transforms it into a position of an arrow on
the screen. Divers use this arrow to select an answer from
a list of predefined choices or write their name (or other
identification) to match their performance with other data
collected during the experiment, see Figure 3b.

The five housing buttons are operated as follows. Two
of the buttons express a transition between previous and
next actions (e.g., steps of the experiment, or questions of
the questionnaire), one button selects an option highlighted
by tilting, and one button switches between activities, i.e.,
between viewing the AR scene and filling the questionnaire.
The last button of the housing is left without any specified
action; the system hides this button from users and gives it to
the operators to access the system setup and parameters.

III. ACOUSTIC VISUAL-INERTIAL SOLUTION FOR TABLETS
A markerless underwater AR technology integrates acoustic
localization systems and visual-inertial odometry techniques.
This technology has been implemented through an applica-
tion running on a commercial tablet housed in a waterproof
case. This application provides the user with different fea-
tures: a map of the underwater site that allows the diver
to know his position within the submerged site; additional
information about specific points of interest (POI); and an

FIGURE 4. The redesigned user interface of the application running on
the underwater tablet.

enhanced diving experience through an on-site augmented
visualization of a 3D hypothetical reconstruction that shows
to the diver as the actual ruins should appear in the past.

The information about the diver localization has to be pro-
vided to the system with high precision and at a high update
rate to deliver a consistent and smooth AR visualization.
Unfortunately, the acoustic localization systems suffer from
low update rate and low accuracy, and cannot be employed
alone for the AR purpose. Then, to overcome this limitation,
a hybrid tracking system has been specifically developed by
integrating acoustic localization and visual-inertial odometry
to enable a consistently high frame rate and improve the
performance of the proposed underwater AR technology. The
hybrid tracking system merges positioning data, generated
by the acoustic system, with data coming from a visual
inertial-odometry framework. In particular, given the low
update rate of the acoustic system, it has been implemented
a data fusion strategy aimed to fill the gaps between two
consecutive acoustic positioning data.

This system has been introduced in a previous work [9],
and since then, it has been further improved. The tablet was
enclosed in a waterproof case that should preserve all the
touchscreen functionalities thanks to a pressure management
system that ensures the presence of an air gap between the
tablet display and the housing membrane. However, this case
proved ineffective in real use due to the different problems
from which it suffers. Therefore, a new underwater case pro-
duced by EasyDive [16] that is more affordable and easier to
use has been adopted. The housing is made from a solid block
of anodized aluminium for maximum resistance over time
against wear and saltiness. The tablet can be controlled using
a Bluetooth keyboard composed of five buttons equipped
with optical sensors and placed on the right side of the case,
under the housing glass.

The user interface has been mostly redesigned (Figure 4)
to fit the layout of the new underwater case grouping all
the interaction buttons on the right side of the screen,
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FIGURE 5. Five-button menu hierarchy.

in correspondence with the five physical buttons. This allows
the diver to access all the features of the application with just
one hand. These buttons can be triggered both through the
touchscreen when the tablet is outside the case, and through
the Bluetooth keyboard integrated into the underwater case.

Each of the five buttons is composed of an icon and a
label representing the button’s actual function. Indeed, the
buttons are dynamic and can represent different functions
in the app lifecycle, as illustrated in Figure 5. The main
menu (a) enables the user to access the major features of the
system. The first button permits to switch the view modality
between a top view (b) of the underwater archaeological site
and a first-person view (c). The latter is particularly useful
to visualize the hypothetical reconstruction of the structures
and artefacts superimposed on the present status of the under-
water archaeological site. This feature is precisely accessible
through the fourth button that enables the user to switch
the visualization through the present and the past status.
Whenever the visualization is in ‘‘top view’’ modality, some
additional features are accessible to the user (b), such as the
zoom and reset of the viewing. The second button of the main
menu (a) is enabled only when there is a POI nearby the diver
and permits to show additional information about this POI.
The fifth button opens a menu (d) that enables the user to
access additional features such as the camera function that
permits to shot geo-localized pictures. Besides, through this
menu, a calibration feature is accessible, which is mostly a
debug feature not intended for the final users.

Since the presentation of the previous work [9], the acous-
tic localization system has been substituted with a Short
Base-Line positioning system provided by AppliCon Srl and
described by Cario et al. [13]. This system consists of a base
with four transmitters and one or more underwater receivers.
The underwater receiver is intended to be coupled with the
tablet; therefore, it was also conformed to the new underwater
case and designed to be compact (Figure 6). Through this
localization system, the tablet can know its positions to the
base and, if the latter is geo-localized, it can know its absolute
geographical position. During the test in the archaeological
site of Baiae, it has been evaluated that the tablet could oper-
ate within a maximum range from the base around 70 meters

FIGURE 6. The new underwater case coupled with the acoustic
localization system.

and can receive localization data at an update rate of 1 Hz.
A detailed analysis of precision and accuracy has not yet
been done, but a study about the error sources is reported by
Cario et al. [13].

IV. METHODOLOGY
Both AR systems were deployed on the site of submerged
ancient roman Villa con ingresso a protiro in Baiae, Italy.
The three-dimensional (3D) hypothetical reconstruction of
this Villa has been achieved under the direction of Bar-
bara Davidde Petriaggi and Roberto Petriaggi following a
theoretical and multidisciplinary scientific approach [40].
The 3D reconstruction process started from the data col-
lection focused on the acquisition of historical documenta-
tion, scientific literature, and geometric data. Its aim was
to collect all the information needed to create a hypo-
thetical reconstruction of the archaeological remains with
a high level of consistency. Several experts were involved
in order to discuss different interpretation hypotheses. The
architectural remains have been modelled and validated
according to the interpretation provided by the experts.
These phases of technical reconstruction and critical revi-
sion by the experts were interleaved in order to generate
a feedback process that was repeated as many times as
needed.
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The 3D modelling of the hypothetical reconstruction
was realized through the 3D creation suite Blender [7].
High-resolution 3D data have been exploited together with
drawings and other historical and archaeological information
to build a suggestive and consistent digital reconstruction
of the underwater architectures that, unfortunately, does not
exist anymore. The AR systems were evaluated by ten divers
(seven males, three females; one in age category 18–25, one
in category 34–41, five in category 42–49, and three older
than 50; eight right-handed and two left-handed; various
diving skills from beginners to instructors; see Table 1). The
marker-based approach was tested in a roomwith a character-
istic mosaic and a great hall next to that room. The area was
populated with ten markers creating five anchors with known
location: four anchors were placed at the corners of the room,
and a single anchor was placed in the center of the hall. The
test of the markerless approach was conducted in the entire
Villa, since this system easily covered the whole area.

TABLE 1. Participants testing the systems on land and under water.

Participants that tested the marker-based system were
given three tasks: to swim around and look around the room,
move into the great hall, and look around the hall. They
were instructed to explore the virtual objects in the room,
specifically mentioning a bed, a cabinet, a chest under room
window, a marble table, a bowl with fruits on a table in the
center of the room, and the frescos on the walls. They were
also asked to look around the great hall without mention-
ing any specific objects to observe. After that, they filled a
questionnaire inquiring about what they noticed. The ques-
tionnaire was answered directly in the water right after the
experiment to avoid a time gap caused by arriving at the
surface. The application also recorded the diver’s location and
the direction in which they looked to reconstruct later a map
of the most interesting objects. The divers were not limited
by time and were not penalized for spending too much time
on the place. They spent approximately 5 – 10 minutes on
completing all tasks.

The same experiment was repeated with other ten partici-
pants on land (seven males, three females; four in age cate-
gory 18–25 and six in age category 26–33; all right-handed;
see Table 1) to obtain differences in behavior between under-
water and on-land participants. The test was performed in an
empty hall with markers distributes at places corresponding
to the locations of markers under water. Although performed

on land, the smartphone was sealed in the housing to provide
the same method of interaction to the users.

The acoustic localization system has been deployed on the
underwater site before the test. This operation is straightfor-
ward; it needs to set the base extending and locking the arm
support of each four transducers and power on the system.
After a little time that the unit needs to lock the GPS signal
to synchronize its internal clock, the unit has been deployed,
mooring it on the seafloor with a little lifting bag. This is
illustrated in Figure 2.

FIGURE 7. Two divers testing the markerless UWAR application through
the tablet.

During the test of this system, three tablets were avail-
able to be used simultaneously by three different users, see
Figure 7. The system has been explained to the users before
the dive and each of them had the opportunity to interact
with the tablet for a couple of minutes to explore the different
features and become familiar with the user interface. Due to
the nature of underwater AR application, that was designed
to help divers to freely explore the surrounding area getting
information on their position and the interesting spots of the
site, no precise tasks have been assigned to users. The test has
been carried out in this way to evaluate the system in the most
common use case: tourist divers exploring an underwater
archaeological site. Each of them tested the system freely
and without limitations for about fifteen minutes. The only
indication they received was to test both the main visualiza-
tion modalities that the system deliver to the user: the top
view visualization of the map that enables the users to locate
themselves in the underwater sites quickly and the first person
AR visualization that allows them to observe the hypothetical
reconstruction of the Villa. They could focus on the spots that
they felt more interesting with the possibility to visualize also
additional textual information related to some POIs.

This test also enabled us to investigate how comfortable it
is for a diver to bring with him such a big system composed
by the tablet and the acoustic modem. The underwater site
was perfect for this kind of test because of the low visibility
that forced the divers to use the tablet to locate themselves
to understand where they are and what they observe. Even
with low visibility, the shallow depth of 5 meters and constant
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observation of the users by the organizers of the tests have
guaranteed the maximum safety of the operations.

After the diving sessions, the participants were asked to
provide personal feedback and fill an additional questionnaire
about both systems designed by Tcha-Tokey et al. [48]. The
number of questions was reduced to the following fifteen
questions to decrease the time to fill all answers and prevent
the exhaustion of participants after the dive:

1) My interactions with the augmented environment
seemed natural.

2) The visual aspects of the augmented environment
involved me.

3) I could actively survey the augmented environment
using vision.

4) I could examine objects closely.
5) I was involved in the augmented environment experi-

ence.
6) I felt stimulated by the augmented environment.
7) I become so involved in the augmented environment

that I was not aware of things happening around me.
8) I become so involved in the augmented environment

that I lose all track of time.
9) I felt I was experiencing an exciting moment.

10) I enjoyed being in this augmented environment.
11) I felt nervous in the augmented environment.
12) Personally, I would say the augmented environment is

practical.
13) Personally, I would say the augmented environment is

confusing.
14) I found that this augmented environment is likeable.
15) I suffered from fatigue during my interaction with the

augmented environment.

They also filled the NASA TLX questionnaire [23] inquiring
the following questions:

1) Mental Demand: How mentally demanding was the
task?

2) Physical Demand: How physically demanding was the
task?

3) Temporal Demand: How hurried or rushedwas the pace
of the task?

4) Performance: How successful were you in accomplish-
ing what you were asked to do?

5) Effort: How hard did you have to work to accomplish
your level of performance?

6) Frustration: How insecure, discouraged, irritated,
stressed, and annoyed were you?

The answers were obtained from all three groups of partici-
pants (divers testing the marker-based system in water, divers
testing the acoustic-based system in water, and non-divers
testing the marker-based system on land). The divers filled
these questionnaires once they returned to the diving center.

V. RESULTS
Four sets of results were obtained from the tests. A per-
ception study performed by the divers working with the

marker-based system investigated which virtual objects they
notice. The second study focused on objects divers found
the most interesting and matched it with participants doing
the same test on land. The user feedback found the pros and
cons of both systems, and finally, an additional evaluation of
several image-enhancing algorithms, similar to a comparison
presented by Čejka et al. [50], measured their performance in
a real-world scenario.

A. PERCEPTION STUDY
Divers working with the marker-based smartphone solution
filled a questionnaire with six questions regarding objects
they could notice in the rooms. Each question had five possi-
ble answers and an additional option I don’t know to express
they do not remember the fact, which reduced the number of
incorrect answers obtained by guessing. They were explicitly
told that there is no penalty for choosing this answer. The
questionnaire contained the following questions about objects
depicted in Figure 8 (the correct answer is emphasized in
boldface, and the number of answers is in parentheses rep-
resenting answers of divers / non-diver participants on land):

• Question: What is the color of the bed sheets?
Answers: Red (6/8); Green (0/0); Blue (0/1); Purple
(1/0); Yellow (0/1); I don’t know (3/0).

The first question targeted a bed placed in the room, see
Figure 8a. The bed was large when compared to other objects
in the room, andwas quite recognizable. The results show that
this was one of the easier questions as six divers and eight
non-divers correctly remembered the color. Only one diver
and two non-divers chose a wrong color, and three divers
could not remember the color.

• Question: How many cups are on the table in the center
of the room?
Answers: 0 cups (0/1); 1 cup (2/4); 2 cups (5/2); 3 cups
(1/2); 4 cups (0/0); I don’t know (2/1).

The second question was focused on a table with fruits, see
Figure 8b. The table was small compared to other objects,
but it was located in the center of the room and was very
exposed. The results show that this was one of the more
problematic questions since five divers correctly remembered
the number of cups, but only two non-divers chose the correct
answer. On the other hand, eight divers and the same number
of non-divers missed the correct number by up to one.

• Question: Where is the key of the chest?
Answers: On the bed (0/0); On the table in the center of
the room (1/0); On the marble table at room’s wall (2/1);
On the chest (2/5); None of the answers (2/1); I don’t
know (3/3).

The difficulty of the third question was similar. It targeted
a chest placed in the room and its key placed on the chest, see
Figure 8c. The key was very distinguishable, but it could have
been easily missed if the participants did not move around.
Five non-divers and only two divers chose the correct option,
whereas three divers chose an incorrect location.
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FIGURE 8. Objects in the room and the great hall. objects in the room: (a) a bed, (b) a table with fruits, (c) a chest with a key,
(d) a marble table. objects in the hall: (e) a marble table, (f) an altar, (g) a screen.

• Question: How many objects are on the marble table at
room’s wall?
Answers: 1 object (0/2); 2 objects (0/1); 3 objects (2/0);
4 objects (1/5); 5 objects (4/0); I don’t know (3/2).

The fourth question was focused at a marble table placed
at one of the room walls, see Figure 8d. The table was not
as exposed as the table in the center and the objects were not
as distinguishable as the key of the chest. The results show

that this was one of the hardest questions because only two
divers and no non-diver remembered the number of objects,
and most participants chose an incorrect answer.

• Question: What kind of fruit is NOT on the table in the
room?
Answers: Figs (0/0); Lemons (4/8); Grapes (1/0);
Pomegranates (1/0); All of them are present (2/0); I don’t
know (2/2).
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The fifth and the sixth question were targeted at remem-
bering which objects did not appear in the scene. The fifth
question returned to the table in the center of the room and
inquired about the fruits on it, see Figure 8b. Although it could
be hard to recognize the individual types of fruits here, it was
supposed to be easy to remember that there is no yellow fruit
resembling a lemon, especially since there were no objects of
bright yellow color in the whole scene. Four divers correctly
remembered that there were no lemons on the table, two
divers chose a different fruit, and two divers thought there
were all mentioned kinds of fruit. Regarding the non-divers,
eight chose the correct option, with non of them choosing
an incorrect option. Two divers and two non-divers admitted
they could not remember.

• Question: What object is NOT it the hall?
Answers: A marble table (0/0); A statue (1/6); A screen
(1/1); An altar (3/1); All of them are present (3/1); I don’t
know (2/1).

The last question was targeted at the great hall, see Figure
8e, Figure 8f, and Figure 8g. The marble table that was
present in the center of the hall was remembered by all users.
However, other objects were not as easy to recognize. The
screen was shading one of the entrances into the room but
could be confused with a door, similarly as the altar placed at
one of the walls and may have been confused with a cabinet.
Nevertheless, there was no statue in the room and no object
resembling a statue, although there were figures painted on
the walls. This questionwasmuch harder for divers since only
one of them correctly remembered that there was no statue.
It was much easier for non-divers, as six of them selected
the correct option. Four divers and two non-divers chose a
different object, and three and one thought that all mentioned
objects were present. Two divers and one non-diver could not
remember the correct answer.

The participants remembered the color of the bed sheets
and fruits on the table at the room’s center. This could have
been caused by the fact that the bed was one of the more
prominent objects in the room, and the table was in themiddle
of the room. They had some problems with less recognizable
and less emphasized objects in the room and in the hall, these
objects were placed at the walls, the users paid little attention
to them, or they missed them completely.

B. OBJECTS OF INTEREST
The application recorded the position and orientation of par-
ticipants in the virtual scene. During the evaluation, these
data served as a position and direction of a ray cast into
a simplified scene with two boxes in place of both rooms,
and the resulting intersections represented points where the
participants looked and which they found interesting.

Figure 9 illustrates the objects of participants’ interest. The
first two figures 9a and 9f depict clear views around the
room and the hall with no overlaid results. The following four
figures 9b, 9g, 9c, and 9h depicts points at which the partici-
pants looked with an opaque black dot at the intersections of

participants’ view. These figures show that the participants
were more interested in the lower parts of the room and
the hall than in the ceiling, observed by a very few people.
Non-divers were focused more on the walls than on the
mosaic, which indicates that they were able to follow the
instructions better (to walk around the room), or that divers
tend to observe the floor, which corresponds to their body
posture when diving.

The points of interest illustrate objects of attention, but
they cannot show the duration and reveal the most inter-
esting parts. This is solved by heatmaps, as presented
in Figures 9d, 9i, 9e, and 9j. The heatmaps accumulate the
number of intersections at each point, normalize it, and rep-
resent the areas with more attention with darker colors. The
images of both the room and the hall show that the partici-
pants spent most of the time around the walls, as in the case of
points of interest. Figure 9d contains dark colors at the corners
of the room at places where the markers were located, which
indicates that the markers drew divers’ attention.

Similar behavior can be observed with non-divers, as illus-
trated in Figure 9e, although it is less prominent. Figure 9e
shows an interesting detail that many non-divers looked out
of the window of the room and observed the objects outside
of the room. This is surprising, because the application dis-
played no virtual objects outside the room, so the participants
saw the rest of the hall where the experiment was performed.

This experiment revealed two significant aspects. First, all
participants, both on land and in water, focused very little
on the ceiling and observed the walls and the floor instead.
Second, the markers attract the users’ attention even though
they do not represent locations of specific virtual objects.
This might be considered as a disadvantage compared to the
acoustic tracking AR solution.

C. USER FEEDBACK AND COMPARISON OF BOTH
SYSTEMS
The following tables combine the recorded feedback of all
participants testing both systems in water and on land. Table 2
shows the answers to the selected fifteen questions of the
Tcha-Tokey questionnaire. Participants found the interaction
natural and the visual aspects involved them, which is very
positive. In particular, they could actively survey the envi-
ronment and examine the objects closely. Another positive
point is that they were involved in the experience and felt
stimulated. They reported that they enjoyed being in the envi-
ronment and found the environment practical and likeable.

Surprisingly, participants did not feel nervous and did not
find the environment confusing. Most importantly they did
not suffer from fatigue even if this is common issue diving.
Furthermore, they stated immersion was low and did not lose
track of space and time. This is a positive outcome, since the
divers should be only partially involved in the environment
because they must be constantly aware of things happening
around them. The acoustic solution showed slightly better
results than the marker-based solution tested by divers. Sim-
ilarly, the non-divers rated the marker-based system better
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FIGURE 9. Focus points and heatmaps of objects of interest.
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TABLE 2. Feedback of participants to the user experience; the full text of the questions is in section IV. Red represents the marker-based system tested
by divers, green represents the acoustic system, and blue represents the marker-based system tested by non-divers.

TABLE 3. Feedback obtained with the NASA TLX questionnaire, lower is better. Red represents the marker-based system tested by divers, green
represents the acoustic system, and blue represents the marker-based system tested by non-divers.

than divers, which indicates that the underwater environment
negatively influences the user experience.

Table 3 shows encouraging results in all aspects of the
NASA TLX questionnaire with the acoustic tablet solution
being better than the two other solutions. An interesting
point was that non-divers found the tasks more mental and
physically demanding, they reported lower performance and
high levels of frustration. We believe that the main reason
for that is that the application was mainly designed for AR
diving. Even if it works perfectly well for land, according to
the results the divers enjoyed the diving part of the test very
much, which increased their rating.

In terms of the qualitative feedback, all divers found both
systems practical, engaging, and useful tools for diving and
archaeology, and they enjoyed the experience. They appreci-
ated the compact size of the marker-based system for smart-
phones and its ability to track the device’s orientation, but
the text was small and covered the AR view on the site.
The acoustic system for tablets was valued for its ability to
localize the diver on site and for its ability to transit between
viewing modes, but many divers complained about occa-
sional inaccuracies in diver’s position. They also criticized
the reflections of the sun on the screen of the tablet, which
occur mostly in shallow depths of the sea and disappear as
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the diver descent deeper. This was faced by modifying the
screen shape to minimise this problem.

One user noted that the hardware is not designed well for
left-handed people, one found the tablet bulky, but another
one mentioned it is easy to use. In general, the divers were
especially excited and suggested many more features to
include in future prototypes such as: a preview of locations,
more information about POIs, a sound, a checklist of POIs,
an ability to take pictures in the AR environment, or a con-
firmation window when answering the questionnaire. Both
systemswere easy to handle even for divers with the first level
diving certificate because the weight of both systems in water
is almost zero (due to buoyancy).

The non-divers testing the marker-based system for smart-
phones also enjoyed the experiment. Some participants men-
tioned problems with tracking, but others were surprised by
its precision. Several users complained about the poor qual-
ity of 3D models and textures, mainly when they observed
the frescos. Although there are photorealistic techniques
for games and virtual environments, we had to take into
consideration the rendering capabilities of mobile devices.
Finally, one participant found the housing heavy, but this
was expected since the hardware is designed for underwater
environments.

D. IMPROVING UNDERWATER IMAGES
Our system also recorded an uncompressed video during the
experiment with divers. This allowed us to compare addi-
tional image-improving and marker-detecting algorithms as
was done by Čejka et al. [50], but unlike them, who recorded
the videos during a controlled experiment, we obtained the
results during a user study. Thus, our results provide an
invaluable source of information to choose the proper combi-
nation of algorithms for systems when designing a system for
other cultural heritage locations. We compared four marker
detecting algorithms (ARUco, two versions of ARUco3, and
UWARUco) and three image improving algorithms (CLAHE,
white balancing, and marker-based underwater white
balancing).

ARUco [20] is a real-time algorithm for the detection of
square markers, uses an adaptive thresholding algorithm, and
is robust to various lighting conditions. ARUco3 [43] is the
newest version of the ARUco project. Its implementation is
a part of open-source library OpenCV and exists in three
variants. A variant that uses an adaptive thresholding algo-
rithm is not tested here since Čejka et al. [50] compared
it to other solutions and showed that its performance is
deficient. The other two variants use a constant threshold
and trade the robustness for increased processing speed. The
Fast version of this algorithm, denoted in this paper only as
ARUco3, uses the data from the previous frame to choose a
proper threshold in the next frame. The Video-Fast version,
denoted as ARUco3 VF, performs additional optimizations
to decrease the processing time further. UWARUco [50] is
another marker-detecting algorithm based on ARUco that is
optimized for the detection of markers under water.

TABLE 4. Results of various image improving and marker detecting
algorithms, sorted by the processing time.

Contrast-limited adaptive histogram equalization
(CLAHE) [41] is an image-improving algorithm based
on standard histogram equalization, and changes the
color of pixels using the data of neighbor pixels.
Mangeruga et al. [32], [33] evaluated the performances of
different underwater image enhancement algorithms and
found that the CLAHE algorithm works reasonably well in
different environmental conditions and maintains an accept-
able computational cost. White balancing algorithm shifts
the colors of the image to look more natural; we used an
algorithm by Limare et al. [31], the same as Čejka et al. [50]
did in their tests. Marker-based underwater white bal-
ancing (MBUWWB) [52] is an adaptation of the previ-
ous white-balancing algorithm, which uses black-and-white
markers in images to choose the black and white points for
the white-balancing algorithm.

This comparison was made offline after the test on a desk-
top PC with Intel Core i5 760 processor, 8 GB of operating
memory, and Windows 10. We measured the average time
required to process a frame (the sum of the time required to
improve the image and detect the markers) and the number
of detected markers in 56766 recorded frames. The results
are presented in Table 4 and demonstrate that ARUco3 and
ARUco3 VF algorithms with no image improvements are
the fastest solutions of detecting markers, with ARUco3
detecting approximately 21 % more markers than ARUco3
VF. ARUco3 combined with MBUWWB (the combination
chosen for the marker-based system) or combined with
CLAHE and ARUco without any image improvement pro-
vide more detected markers than a sole ARUco3 at the cost
of increased processing time. UWARUco obtains the high-
est number of detected markers. The other tested combina-
tions (ARUco3+WB, ARUco+MBUWWB, ARUco+WB,
and ARUco+CLAHE) were found less optimal since there
were combinations that detected more markers in less time.

The impact of the increase of detectedmarkers on the track-
ing cannot be adequately measured since the ARCore library
does not provide an offlinemode that would allow us to record
the data and compare the results of the whole tracking sys-
tem. Based on our results, we estimate that the best tracking
results are obtained with combinations of a sole ARUco3,
ARUco3+CLAHE, ARUco3+MBUWWB, and UWARUco.
The optimal choice depends on the visibility conditions and
available processing capacity.
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VI. CONCLUSION
This paper presented two different solutions enabling divers
to experience AR in underwater cultural heritage sites.
The systems were designed for smartphones and tablets
and supported a real-time localization obtained by various
techniques. The system for smartphones was compact and
used a set of markers combined with the state-of-the-art
visual-inertial ARCore library, whereas the other system for
tablets utilized an acoustic technology to localize users over
vast areas. The systems also incorporated new underwater
interaction methods when the divers had no access to the
touchscreen. They are required only to tilt the device to
choose an option on the screen and confirm the choice by
pressing a single button, and thanks to it, they were able to
provide answers directly in the water right after the test.

Both systems were successfully evaluated at an underwater
cultural heritage site. Ten divers participated in a user study
that evaluated their perception of virtual objects under water
and user experience, and the results were compared with par-
ticipants testing on land. Results showed that divers noticed
details about large and more exposed objects and were less
aware of details about objects located at the walls of the
virtual room. They also enjoyed their time and claimed that
the technology had great potential in underwater archaeol-
ogy and tourism. The data recorded during the user study
were used for offline evaluation of four marker-detecting
and three image-improving algorithms in real environments,
which showed that the combination of algorithms used in the
system is a viable real-time solution.

There are several aspects that can be further improved.
Rendering can be redesigned concerning the underwater envi-
ronment to avoid the virtual objects being overlooked. Its
visual qualitywill also be improved, but it must still reflect the
limits of the hardware and should not suppress the feel of the
dive. Future work will also include a performance evaluation
of both tracking systems in terms of accuracy and precision.
This task requires the setup of a precise and big enough
ground truth to record the divers’ movement along this path
and measure the errors of the localization techniques. New
hardware features should also be investigated; newer smart-
phones incorporate depth sensors which help ARCore to
reduce the time of initialization, but their performance in
underwater environments is unknown. Finally, the tracking
components of both systems could be merged together to
leverage the benefits of both, i.e., to combine the large-scale
tracking of the acoustic solution, and the higher precision of
the marker-based solution.
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