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ABSTRACT The ability to recognize and identify terrain characteristics is an essential function required for
many autonomous ground robots such as social robots, assistive robots, autonomous vehicles, and ground
exploration robots. Recognizing and identifying terrain characteristics is challenging because similar terrains
may have very different appearances (e.g., carpet comes in many colors), while terrains with very similar
appearance may have very different physical properties (e.g., mulch versus dirt). In order to address the
inherent ambiguity in vision-based terrain recognition and identification, we propose a multi-modal self-
supervised learning technique that switches between audio features extracted from a microphone attached to
the underside of a mobile platform and image features extracted by a camera on the platform to cluster terrain
types. The terrain cluster labels are then used to train an image-based real-time CNN (Convolutional Neural
Network) to predict terrain types changes. Through experiments, we demonstrate that the proposed self-
supervised terrain type recognition method achieves over 80% accuracy, which greatly outperforms several

baselines and suggests strong potential for assistive applications.

INDEX TERMS Ground robots, assistive application, self-supervised learning, CNN.

I. INTRODUCTION

Ground robots such as assistive robots (e.g., navigation sys-
tems for the visually impaired) and ground exploration robots
are often used in open-world environments and must be able
to deal with many terrain types. Therefore, the ability to auto-
matically recognize and identify new terrain characteristics is
an important function for many applications. However, it is
a highly challenging task to recognize terrain types robustly
because similar terrains may have very different appearances
(e.g., carpet comes in many colors), while terrains with very
similar appearance may have very different physical proper-
ties (e.g., mulch versus dirt).

Due to the importance of terrain recognition, many
vision-based terrain classification approaches have been pro-
posed [14], [18], [25], [32]. Further, audio-based classifica-
tion has been explored [8], [12], [23], [28], [35]. Besides
audio and visual, some researchers have made efforts to
recognize terrain types using vibration [1], [5], [9], [37] and
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tactile sensing [2], [33]. While these existing studies have
proved that each modal is effective for recognizing terrain
types, ambiguity remains in these methods using only a single
sensing modality which may be noisy and may not be able to
represent all changes in the terrain across different scenes.
Therefore, we focus on an approach based on both audio and
visual data, sensing modalities that are inexpensive, practical
and easy to use.

We propose a multi-modal self-supervised learning tech-
nique that switches between audio features extracted from a
microphone attached to a mobile platform’s underside and
image features extracted by a camera on the platform to
cluster terrain types. In our method, we first recognize the
characteristics of terrain types by audio-based clustering,
which results in a discrete sequence of temporal segments.
In order to reduce the noise of the features extracted over each
temporal segment, e.g., occlusions in the image or undesired
environmental sounds in audio, we then compute average fea-
tures for each modality within one temporal segment. Since
the temporal segments generated by the audio-based cluster-
ing tend to over segment the temporal stream of information,
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FIGURE 1. Overview of the proposed framework. The proposed method
first generates pseudo-labels from audio recorded from a microphone
attached to a mobile platform’s underside and images captured by an
RGB camera. These labels are utilized for training CNNs for terrain type
classification in a self-supervised fashion. A more detailed sensor setup
is shown in Figure 4. (Note: CNNs = Convolutional Neural Networks).

we implement the second phase of clustering with the aver-
aged features to obtain temporal segments of a larger size.
Since our eventual goal is to learn a vision-based terrain clas-
sifier, we use the second stage of clustering to assign pseudo
labels to each image in each temporal segment. These labels
enable us to train an image-based CNN to predict terrain types
in a self-supervised fashion. With this scheme, the system can
predict terrain types only with visual cues without building a
preliminary dataset (see “Testing” in Figure 1), and thus hav-
ing strong potential for assistive applications (e.g., handheld
terrain type notifier for the visually impaired)

We verify the proposed method on our dataset, where each
terrain image and audio data is associated with terrain types.
In this dataset, the friction sound’s audio data is recorded with
the super directional microphone heading toward the terrain
and wheels. The RGB camera is mounted facing the front
terrain. This dataset is available online and would be suitable
for research of terrain type classification.

The contributions of this paper are as follow: (i) We present
a self-supervised multi-modal clustering method that effec-
tively uses the characteristics of both audio and visual cues
to recognize novel terrain types. (ii) We prepare a free-to-use
dataset containing labeled terrain images and labeled friction
sounds between the terrain and the wheel. (iii) We demon-
strate the effectiveness of the proposed clustering method
and framework by training and testing a real-time CNN with
several comparisons approaches.

Il. RELATED WORK

Research for terrain type classification has grown with the
development of autonomous driving and navigation systems,
where some sensing modalities are utilized. This section
describes related works in terms of terrain type recognition
method, clustering method, and indoor navigation system.
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A. TERRAIN TYPE RECOGNITION

1) VISION BASED

Howard and Seraji [14] presented a vision-based terrain
classification method, where they mainly detect an edge
of input images, extract a signature, and identify obstacles.
Sung et al. [32] showed that features with spatial coordinates
extracted using Daub2 wavelet in the HSI color space perform
well on terrain type recognition. Other methods focus on ana-
lyzing terrain textures [25] in visual-spectrum images using
Haar wavelet transforms to identify color and texture [18].
The classification accuracy of vision-based terrain recog-
nition is directly affected by appearances, although similar
appearances may have very different physical properties (e.g.,
carpet versus rough concrete in Figure 5). Considering that
the field of terrain recognition is vital to navigation solutions
for the visually impaired, a more robust approach is desirable.

2) AUDIO BASED

Christie and Kottege [8] presented an audio-based terrain
recognizing approach for legged robots using support vector
machines (SVM) on audio features extracted during locomo-
tion. Inspired by recent developments in deep neural networks
(DNNs), some methods introduce DNNs into the frame-
work of terrain type classifications, achieving high accu-
racy results [12], [23], [28], [35], [29], [34]. However, these
methods generally need to collect a large-scale fully-labeled
dataset for training in advance. Also, using a super directional
microphone in testing is not practical because it is challenging
for the users to set a microphone to obtain ground friction
sounds without ambient noise.

3) VIBRATION BASED

Vibration is often a critical information source for recog-
nizing terrain type. Brooks and Iagnemma [5] proposed a
vibration-based classification approach, which deals with
vibration data by using principal component analysis and
linear discriminant analysis. Collins ef al. [9]’s method clas-
sifies terrain types using input frequency responses, which
assists autonomous ground vehicle navigation. The approach
of Ward and Iagnemma [37] integrates vehicle speed and
vibration data for training terrain type SVMs. Recently,
Bai et al. [1] introduced an approach based on 3D vibrations
induced in the rover structure by the wheel-terrain interaction.

4) LiDAR BASED

Due to the significant role of LiDAR sensors in autonomous
driving, several methods perform terrain classification with
LiDAR sensors for outdoor scenes. Vandapel et al. [36] and
Lalond et al. [22] proposed a terrain classification method
focusing on LiDAR point cloud segmentation. Some studies
perform terrain classification by combining LiDAR point
clouds and camera images [20], [21]. Differently from these
approaches, our framework works with an off-the-shelf setup
(i.e., RGB camera and microphone) and performs terrain type
recognition in both indoor and outdoor scenes.
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5) TACTILE BASED

Tactile properties such as roughness and slipperiness also
represent terrain characteristics and are used in terrain classi-
fication and material estimation tasks. Baishya and Bauml [2]
proposed a deep network-based material estimation method
that focuses on a robot finger’s tactile sense. The work
of Takahashi and Tan [33] addresses the task of recog-
nizing terrain types from visual and tactile sensors, where
variational auto-encoders and recurrent neural networks are
employed for feature extraction and estimation. As with the
LiDAR-based methods, these methods are expensive in terms
of introducing cost for tactile sensors.

6) SENSOR FUSION BASED

Sensor fusion techniques for terrain identification and clas-
sification in ground mobile robots have also been developed
for many ground applications. Laible et al. [21] introduced a
terrain classification approach by sensor fusion with LIDAR
and camera for outdoor robots. Ziirn et al. [41] proposed a
self-supervised terrain segmentation technique with audio-
visual information by an acoustic feature learning. However,
these sensor fusion-based approaches require a very precise
environment for data collection compared to the proposed
method’s simple setup (see “Testing” in Figure 1).

B. CLUSTERING

For analyzing features representing the target scene and
captured data, clustering is a key component and is often
applied in computer vision and robotics research. In addition
to several traditional approaches, including K-means [24],
EM (Expectation—Maximization) clustering [7], and spectral
clustering [26], deep variational auto-encoder based clus-
tering approach (VaDE) was proposed in recent years [15].
Further, their extensions for multi-source and cross-modal
tasks have been proposed [3], [4], [6], [11], [15], [27], [30],
[39], [40]. Contrary to these approaches, our method switches
visual- and audio-features by taking noises in terrain features
into account, e.g., human legs in images and chatting in audio.

C. INDOOR/OUTDOOR ASSISTIVE SYSTEMS

In recent years, indoor/outdoor assistive systems have been
actively developed with the improvement in depth sensors
(e.g.,, Kinect and LiDAR) and global positioning systems
(GPS). Kayukawa et al. [16] proposed a collision avoidance
system for visually impaired people using both an RGB
camera and a depth sensor. Wellhausen et al. suggested a self-
supervised terrain predicting technique for autonomous nav-
igation of the quadruped robots [38]. Terrain classification
is also applied to agricultural fields for assisting agricultural
tractors with LiIDAR and GPS [19]. Our framework’s appli-
cations would cover such indoor/outdoor assistive systems,
including the extension for slipping and falling avoidance.

lll. APPROACH
To realize self-supervised terrain type recognition, we need to
perform clustering for labeling each frame (i.e., frames within
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a same cluster will be assigned the same pseudo label). A cen-
tral component of our proposed approach is multi-modal
clustering, where we use audio-visual cues. Figure 2 shows an
overview of the proposed framework. Given input audio and
visual data, we extract features from each using a Variational
Auto Encoder (VAE) (Section III-A). We then perform EM
(Expectation—-Maximization) clustering for proposing tempo-
ral segments which have the same terrain types, i.e. sequence
proposal (Section III-B). Next, we average out noises of each
feature within each sequence (Section III-C1) and compute
affinities between each sequence (Section III-C2). Finally,
we perform an agglomerative clustering based on the cal-
culated affinities to obtain pseudo-labels for each image
(Section III-C3).

A. FEATURE EXTRACTION

In this section, we describe the details of feature extraction
for both audio and visual data. In this paper, audio and
visual data represent the friction sound between the wheel
and the terrain (recorded with super-directional microphone)
and floor image (recorded with RGB camera), respectively.
Figure 4 shows our setup of these sensors.

1) AUDIO

We empirically set the window size for audio features long
enough to being robust to undesirable noises (2.8s in experi-
ments). Raw audio data windows are thus too large to treat
with neural networks directly, so first, we compress the
data. Here, we use a simple audio feature descriptor: Mel-
Frequency Cepstrum Coefficients (MFCCs) [10]. We first
compute 26 MFCCs, where the step between successive
windows is 30 fps (frame rate of RGB camera), the length
of the analysis window is 2.8 seconds, and the fast fourier
transform (FFT) size is 2!, Then, we apply variational auto-
encoder (VAE) feature extraction to 26 MFCCs to compute
audio features according to a Gaussian distribution. Figure 3
(upper) shows the VAE network architecture, which mainly
consists of fully connected layers. We follow the method of
Kingma and Welling [17] for training the VAE. Through this
processing, we obtain the latent vector {zf‘Udlo |t €Zs1 ).

2) VISUAL

In order to obtain features from terrain appearances, we also
extract visual latent vectors from a VAE, as shown in Figure 3
(lower). We resize the input image to 128 x 128 around the
center of the image. By applying these resized images to VAE,
we obtain the latent vector {thsua] |t € Z>1 }. We train the
VAE with the method of Kingma and Welling [17], as with
audio features.

B. SEQUENCE DETECTION

Since clustering for all frames is noise sensitive, we perform
clustering on a unit of multiple frames. To propose continuous
frames that have the same terrain types, we perform clustering
on audio features ztaudlq Here, we employ EM clustering [7]
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FIGURE 2. The proposed framework. Our adaptive multi-modal clustering approach, including sequence detection and agglomerative clustering,
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FIGURE 3. Audio-Visual Feature Extraction. Audio and visual feature are
extracted from latent spaces of VAEs.

since audio features follow a Gaussian distribution after
VAE-based feature extraction. We call a set of frames that
continuously have the same clustering label sequence : S;.
Given the clustering label {C; | t € Z>1 } on each frame ¢,
the i-th sequence is defined as follows:

Si={ti<t<tip1|ti,tin €BY},
B {0, ti|Ch1 #Cyy, >0, i € Zzo}- (1)

Here, B is a set of frames whose cluster changes after the
frame.
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FIGURE 4. Sensor Setup. This figure illustrates the mounting positions of
a super-directional microphone and RGB camera, surrounded by a green
square. The microphone is mounted facing the terrain and wheels in
order to record the friction sound clearly. The RGB camera is mounted
facing the front terrain.

C. CLUSTERING

Although audio-based clustering has the advantage of being
sensitive to the terrain changes, it tends to over-segment
frames by being affected by the change of grain and
tile arrangement. The clustering method introduced in this
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section merges the over segmented sequences by taking
advantage of visual features.

The proposed multi-modal clustering consists of the fol-
lowing three processes: (i) Averaging audio-visual feature
in a sequence; (ii) Affinity computation between audio fea-
tures and visual features; and (iii) Agglomerative clustering.
We describe the details of each processing step below.

1) AVERAGING FEATURES IN SEQUENCE

We first reduce external noises by averaging both audio- and
visual-features within each sequence S;. This averaging fur-
ther enables us to extract audio- and visual-features for each
sequence S; and perform clustering in a unit of sequences,
rather than frames. We define representative features of audio

Z?Udlo and visual Z,Vlsual of the sequence S; as follows:
5 . 1 .
z?udlo _ |Zaudio| Z Zaudlo’
i caudiozaudio
ZiaUle _ {Z?udlo It e Si],
i 1 .
zlylsual _ |Zvisual| Z zv1sual7
i zVisualezl_Vlsual
ZiVISual — [z?llsual | te S,} , (2)

where Ziaudlo and Zlylsual denote a set of audio and visual
features in S;.

2) AFFINITY COMPUTATION

In contrast to audio features, visual features do not tend to
be affected by tile arrangement changes concerning wheel
direction since visual features depend only on their appear-
ances. Our method merges these over-segmented sequences
by adaptively switching clustering cues from audio to visual
by taking this advantage into account.

Since the noises on visual features are averaged out through
the processing described in section III-C1, we switch these
feature spaces by merely taking the minimum value of
Euclidean distance between audio- and visual-features. The
affinity between sequence S; and S; is defined as follows:

d(S;, Sy
: saudio _ -audio svisual _ ~visual

= min {200 — gaudioy, - zyisual _ gviswaly, |3
With this scheme, we are able to merge the sequences where
their appearances are close enough. Further, by considering
the distance of audio features, this simple strategy is able
to handle the difficulty of terrain type recognition: similar
terrains may have very different appearances (e.g., carpet
comes in many colors) but similar audio profiles.

3) AGGLOMERATIVE CLUSTERING

Finally, in order to obtain labels for each image, we perform
agglomerative clustering on the affinity matrix whose ele-
ment consists of d(S;, S;). The clusters are directly utilized to
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TABLE 1. Dataset Detail. This table shows a number of frames and terrain
classes of each scene in our dataset.

# frames

No. Scene (train/test) Classes
1 SH 10694 / 7206 Carpet
Concrete flooring
Tile
2 NSH 7041 /7698 Carpet
- Linoleum
g Tile
E 3 WH 9046 / 8208 Carpet
= .
Linoleum
Tile
Carpet
4 GHC 7736 /8397 :
Concrete flooring
Rough concrete
Asphalt
5 Garden 8113 /6543 Pavement
5 Grass
S Pavement
2 6 Playground ~ 3822/10311
= Grass
S Pavement
7 Parking 8664 /7093 ‘Wood deck
Mulch

generate pseudo labels for each sequence. Since the frames
included in each sequence are known, we obtain labels for all
frames by feeding back sequence labels to each frame.

IV. DATASET

In order to verify our audio-visual self-supervised terrain
recognition method, we prepare a diverse terrain classifica-
tion dataset for indoor/outdoor mobile platforms. This dataset
is available online and would be suitable for research of ter-
rain type classification. We record both audio and visual data
simultaneously, where each frame is assigned to a terrain type
label. Audio data of the friction sound is recorded with the
super directional microphone facing the terrain and wheels.
Visual data is captured by the RGB camera mounted facing
the front terrain. In this section, we describe our sensor setup
and the dataset structure in detail.

A. SENSOR SETUP

Figure 4 shows our sensor setup. We put a personal computer
on the dolly and connected the RGB camera and super direc-
tional microphone to it. The sensors used are: a super direc-
tional microphone (Audio-Technica AT897 Line/Gradient
Shotgun Condenser Microphone) and an RGB camera (Log-
itech C922x Pro Stream Webcam — Full 1080p HD Camera).
Synchronized audio-visual data is collected by scanning the
scene with this dolly. In addition, our outdoor dataset was
taken during the daytime with good weather.

B. DATASET DETAIL

Table 1 shows the detail of our dataset. As shown in Figure 5,
there are a whole ten classes of terrain types included in our
dataset. Each scene comprises about 8000 frames for training
and testing CNNs for terrain classification. We prepare test
sequences for each scene. These test sequences cover all
classes that training sequences include.

V. EXPERIMENT
To demonstrate the proposed method’s ability to both recog-
nize and identify terrain types, we experiment on our dataset.
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FIGURE 5. Terrain Types. This figure shows each terrain image example
included in our dataset.

We first perform the proposed clustering method on each
indoor/outdoor training scene and calculate the Normalized
Mutual Information (NMI) to verify the effectiveness of the
proposed method compared to other clustering approaches.
After that, we train ResNet [13] using a set of input visuals
linked with pseudo labels of terrain types, where we used
SGD optimizer [31] to optimize the network parameters,
with an initial learning rate 0.01 and 150 epochs. We then
validate the trained CNN with test scenes in terms of pre-
diction accuracy, precision, and recall values. ResNet [13],
which achieves real-time processing, is employed for terrain
type inference since the response time is one of the essential
elements for mobile robots’ navigation systems.

A. COMPARISON APPROACH

In order to verify the effectiveness of the proposed method,
we experiment with comparison approaches. In this section,
we verify the effectiveness (i) using multi-source (audio-
visual) data; (ii) two step clustering (agglomerative clustering
after sequence detection (EM clustering)); and (iii) with and
without our feature switching scheme.

1) SINGLE SOURCE CLUSTERING

For verifying the effectiveness of multi-source (audio-visual)
data, we first test single source approaches, which directly
performs EM clustering on 224410 and zYisval Thege com-
parisons reveal that a single source tends to be affected by
the input noise (visual-only) and over-segmentation (audio-
only), compared with multi-source clustering approaches.

2) MULTI SOURCE CLUSTERING

In addition to multi-source, the proposed method employs
sequence-based clustering, not frame-based. Hence, we reveal
the effectiveness of this processing by comparing with simple
multi-source clustering, which performs EM clustering on
features concatenating Zaudio g, pvisual which we call
Audio-Visual clustering. Additionally, in order to verify the
effectiveness of our feature switching scheme (mentioned in
Section III-C2), we compare our method with the method
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of clustering on features concatenating Z?Udlo and Zlylsual’

which does not switch feature space but uses both audio and
visual.

3) DEEP NETWORK BASED CLUSTERING

As mentioned in Section II, deep network-based clus-
tering methods have been developed. In our experiment,
we employ a state-of-the-art deep network-based clustering
approach: VaDE [15] as a representative method. We perform
VaDE [15] on zf‘Udlo, zylsual, and features concatenating

z?udlo and zt\llsual.

B. CNN TRAINING

To evaluate the proposed framework’s practicality, we train
ResNet50 [13] using our dataset with pseudo labeling based
on the output of each scene’s proposed clustering method.

Through our experiments, the resolution of input images is
128 x 128.

C. RESULTS

In this section, we experimentally demonstrate the perfor-
mance of the proposed self-supervised multi-modal terrain
type recognition method on test scenes of our dataset. In order
to generate pseudo labels for training a CNN, we perform the
proposed clustering method on all training scenes. After that,
we train the CNN, ResNet50 [13], with the pair of pseudo
labels and images, and then test on all test scenes. Through
this experiment, we demonstrate the performance of (i) the
proposed clustering method by comparing our approach with
several baselines in terms of NMI; and (ii) terrain type pre-
diction trained with the proposed framework by measuring
accuracy, precision, and recall values of the trained CNN.

1) CLUSTERING

We first demonstrate and analyze the performance of the
proposed clustering method, quantitatively and qualitatively.
For quantitative comparison, we measure NMI using the pro-
posed training dataset. Table 2 and Table 3 show the results.
In Table 2, we compare the proposed method with two single
source clustering approaches, where Audio-only and Visual-
only features are used for EM clustering, and two multi-
source clustering approaches, where Audio-Visual features
are used for EM clustering and a state-of-the-art deep clus-
tering method (VaDE). The proposed method outperforms all
comparison approaches, with an average accuracy of over
80%. Compared to the Visual-only approach, Audio-only
can cluster terrain more accurately, which shows that audio
features are more robust to noise than visual features by set-
ting window size long to reduce undesirable noises. We next
compare single source clustering (Visual-only and Audio-
only) with multi-source clustering (Ours, Audio-Visual, and
Audio-Visual VaDE). Regarding Visual-only as a criterion,
the accuracy of Audio-Visual is improved, while Audio-
Visual does not outperform Audio-only. This shows the
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FIGURE 6. Qualitative clustering comparison of clustering. In this comparison, we demonstrate the effectiveness of switching audio-visual features.
In the NSH scene (left), we focus on the comparison with Visual-only clustering. It tends to be affected by terrain appearance (color and texture) and
noise such as human feet or wall, which is circled with a red circle in the figure. In the WH scene (right), we focus on comparing with Audio-only
clustering, where it tends to be over-segmented when the grain and tile arrangement changes with respect to the wheel.

TABLE 2. Quantitative comparison. Single source (Audio-only EM and
Visual-only EM), multi-source (Audio-Visual EM), and deep clustering
(Audio-Visual VaDE) versus ours.

No Ours Visual-only ~ Audio-only  Audio-Visual  Audio-Visual
' EM [7] EM [7] EM [7] VaDE [15]
1 88.9 3.1 824 1.8 5.7
2 81.9 14.2 56.6 14.3 54.2
3 64.9 12.3 31.7 10.0 193
4 94.3 36.2 90.1 489 69.1
5 90.7 36.3 90.7 63.3 76.8
6 92.2 48.6 88.6 83.9 77.2
7 54.1 21.3 39.7 30.3 30.4
Total 81.0 24.6 68.5 36.1 50.6

TABLE 3. Ablation study on effects of clustering approaches and feature
switching.

Feature Clustering Accuracy
K-means [24] 63.7
Audio EM [7] 68.5
VaDE [15] 56.9
K-means [24] 22.1
Visual EM [7] 24.6
VaDE [15] 21.7
K-means [24] 33.3
Audio-Visual EM [7] 36.1
VaDE [15] 45.2
Ours w/o feature switching (eq. 3) 50.6
w/ feature switching (eq. 3) 81.0

importance of using multi-source data for clustering and the
effectiveness of the proposed method’s switching technique.

Table 3 shows a comparison between applied clustering
algorithms, including K-means [24], EM [7], and VaDE [15].
The results suggest that EM clustering is superior to K-means
clustering. This is because extracted features follow a
Gaussian distribution in the latent space. In our method,
we measure NMI in both our proposal (w/ feature switching)
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and a different approach, which concatenates z2Udi0 and

2Vi8Ual jpgtead of switching features (w/o feature switching).
The results show that our proposed switching system greatly
contributes to highly accurate clustering.

Figure 6 qualitatively shows two clustering results on two
scenes, where Audio-only, Visual-only, and Ground truth are
presented. Focusing on the red circles in the NSH scene (left),
we observe that visual features are sensitive to noise (human
feet) and highly dependent on terrain appearance. In the WH
scene (right), Audio-only tends to be over-segmented because
the floor grain changes with respect to the wheel (i.e., from
vertical to parallel), while the proposed method is much
accurate by switching the clustering cue to visuals. These
qualitative results verify that the proposed switching scheme
is able to utilize multi-source and solve the problem of Audio-
only and Visual-only approaches.

2) PREDICTION
In Table 4, we present the quantitative evaluation of the terrain
type prediction in terms of precision, recall, fl-score, and
accuracy on the proposed test scenes. Our method’s average
accuracy is over 85%, demonstrating the practicality of the
proposed framework through all scenes. As we experiment
on both indoor/outdoor scenes, our analysis suggests that the
proposed framework can be used in applications in diverse
scenes. Further, as we achieved much high accuracy (over
85% in total), it could be argued that our framework is able
even to handle delicate tasks such as assistive systems.
Figure 7 presents the qualitative results of CNN predictions
on terrain images. Since the pseudo-labels used for CNN
training are based on multi-source clustering, it is verified
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FIGURE 7. Qualitative comparison of terrain type predictions. The results of CNN prediction and ground truth label are visualized with blue lines.
We demonstrate that CNN correctly predicts each terrain type, although the input images have a similar color or texture. This is because pseudo
labels used for training the CNN are based on adaptive switching multi-source clustering.

TABLE 4. Quantitative evaluation of terrain type predictions, in terms of
precision, recall, F1-score, and accuracy.

No. Classes  Precision Recall ~ Fl-score  Accuracy
1 Carpet 65.4 87.0 74.6 873
Concrete flooring 96.1 87.4 91.5 i

Tile 80.1 37.7 513

2 Carpet 88.5 84.3 86.3 742
Linoleum 40.8 80.8 54.2
Tile 63.9 37.8 475

3 Carpet 46.5 68.7 55.4 88.3
Linoleum 92.1 95.7 93.9
Tile 17.0 27.7 21.1

4 Carpet 99.6 715 832 736

Concrete flooring 56.6 89.3 69.3 :

Rough concrete 92.8 68.4 78.7
Asphalt 955 89.7 9255

5 Pavement 89.8 98.7 94.1 95.7
Grass 98.7 97.1 98.2
Pavement 9.5 98.4 95.6

6 Grass 98.5 92.9 95.6 933
Pavement 91.7 91.0 91.4

7 Wood deck 92.7 843 88.3 89.2
Mulch 78.9 87.9 83.2

that terrain type can be recognized correctly even if terrain
appearances are similar.

VI. LIMITATION AND FUTURE WORK

While our outdoor dataset was taken during the daytime
with good weather, the system needs to work correctly even
in rainy and dark conditions, considering a real scenario.
These adverse environments are expected to cause slip-
ping, skidding, and posture instability and significantly affect
training and testing accuracy since our method generates
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pseudo-labels based on audio and visual features. In the
future, it is necessary to verify the proposed method’s limi-
tations and develop an algorithm that can even work robustly
under such situations.

In addition, as the proposed method’s extension for more
practical applications, we would like to consider a new terrain
type discovery approach that can recognize unknown terrain
types not included in the training dataset. The incremental
classification may also be a useful extension of the pro-
posed method to reduce the prepossessing cost. Besides, since
recognizing multiple terrain types at the same frame may
be essential for detecting terrain types’ changes to a real
scenario, the proposed method has a sufficient potential to
be extended to be such an application by utilizing the terrain
class probabilities of CNN’s final layers.

VII. CONCLUSION
Towards the development of ground assistive robots,

we present a novel self-supervised multi-modal terrain classi-
fication method, CNN based framework, and terrain diverse
dataset. We demonstrate that the proposed clustering method
is able to cluster terrain by switching between audio and
visual features adaptively. Further, the proposed framework’s
practicality is verified by reporting the accuracy of terrain
type classification with a CNN, ResNet50, which is trained
through pseudo labels generated by the proposed clustering
method.
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