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ABSTRACT Robots whose geometric structure does not meet the Pieper criterion are called general robots.
For the inverse kinematic operation of general robots, the closed solution method cannot be solved, and the
numerical solution calculation amount is too large and the singular position cannot be calculated. To solve this
problem, this paper proposes an inverse kinematics calculation method based on improved particle swarm
optimization (PSO) algorithm and applicable to general robots. In order to avoid the particle update rate not
adapting to each stage of the optimization process, a nonlinear dynamic inertia weight adjustment method
based on the concept of similarity is introduced, so that the search process is more robust; in addition,
to overcome the problem of local optimal solution At the same time, multiple populations are introduced
to perform optimization search at the same time, and the immigration operator is proposed to increase the
diversity of the particle population in the iteration. This article uses Comau NJ-220 robot for test verification,
compared with the original PSO and multi-subswarm algorithm, the results show that the proposed improved
PSO has higher algorithm stability for general robot kinematics inverse solution problems, and can greatly
improve the convergence accuracy and speed. This method provides a new solution to the field of robot
inverse kinematics, and provides amore efficient and stable kinematics foundation for robotmotion planning.

INDEX TERMS Robot kinematics analysis, PSO algorithm, robot inverse kinematics, artificial intelligence.

I. INTRODUCTION
Inverse kinematics solution is to calculate the angle value
of each joint according to the pose of the rectangular
coordinate space of the end effector of the robot. Robot
inverse solution operation has always been one of the key
problems of robot kinematics, and it has important signif-
icance for the research work of robot dynamic characteris-
tics analysis, path and motion planning, and motion control.
Conventional algorithms for inverse kinematics operations
include: closed solutions, numerical solutions, and intelligent
algorithms.

The associate editor coordinating the review of this manuscript and
approving it for publication was Jagdish Chand Bansal.

For industrial robots, a closed solution can only be obtained
if its geometry meets the Pieper criterion [1]. The closed solu-
tion method can be divided into two types: algebraic method
and geometricmethod. These twomethods can directly derive
the joint angle expression according to the formula or geomet-
ric configuration, so its calculation speed is fast, and all pos-
sible inverse solutions can be solved. However, some robot
configurations do not meet the Pieper criterion. At this time,
the robot is a general robot [2], and the inverse solution cannot
be obtained using the closed solution method. Generally,
robots have various geometric structures and are not limited
to traditional configurations of industrial robots. In addition,
even if the industrial robot theoretically satisfies the Pieper
criterion, structural distortions caused by factors such as
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assembly errors and processing environment may cause the
criterion to fail. At this time, the inverse kinematics solution
can only use numerical solutions or intelligent algorithms.

Numerical solutions mainly include iterative algorithms,
elimination methods and extension methods. At present,
the commonly used numerical solution is an iterative algo-
rithm, which calculates the Jacobian matrix of the manipula-
tor, and then iteratively calculates the exact solution by giving
the initial value. This kind of algorithm is computationally
intensive, and the Jacobian matrix is singular at a singular
position, so it cannot be inverted. In this case, the numerical
solution has no solution.

In order to realize the efficient inverse kinematics operation
of general robots at any position, in recent years, intelli-
gent algorithms have been widely used. The main idea is
to convert robot kinematics equations into optimal control
problems to solve. Such algorithms mainly include particle
swarm optimization (PSO) [3], genetic algorithm, anneal-
ing algorithm and neural network algorithm[4], Artificial
Bee Colony (ABC) Algorithm, krill herd, monarch butterfly
optimization (MBO) [5], earthworm optimization algorithm
(EWA), elephant herding optimization (EHO), moth search
(MS) algorithm, Slime mould algorithm (SMA), and Harris
hawks optimization (HHO), etc [6], [7]. The accuracy of the
neural network algorithm depends more on the structure of
the network, and the selection of the structure of the BP neural
network has not yet been a unified and complete theoretical
guidance, generally only by experience. The structure of
the network directly affects the approximation ability and
generalization property of the network. Therefore, in terms of
algorithm structure, neural network is not suitable for solving
inverse kinematics which requires high accuracy. In recent
years, researchers and scholars in related fields have studied
the application of genetic algorithms to inverse kinematics
problems more and more. Under the specific requirements of
general robots in this paper, this algorithm is not as practical
as PSO algorithm [8]. With information sharing mechanism,
PSO updates its own new search direction based on its own
historical flight experience; however, genetic algorithm uses
crossover operation on individual chromosomes and then
mutually Compared with PSO, the sharing efficiency of this
method is relatively low, and the feedback information of the
network is not used in time. Therefore, the search speed of
the algorithm is relatively slow, and it needs more training
time to get more accurate solutions. Compared with other
intelligent algorithms, PSO is intuitive and efficient, simple
to implement and has high execution efficiency, which can
avoid tedious mathematical formula derivation and parameter
selection. Therefore, PSO algorithm ismore suitable for robot
inverse kinematics.

Ram et al [9] proposed a two-way PSO method to solve
the inverse kinematics of multi-degree-of-freedom robots,
and more quickly realized robot trajectory planning and
obstacle avoidance optimization control; Xie et al [10]
combined differential evolution algorithm and proposed A
robot inverse kinematics differential adaptive chaotic particle

swarm solution method, which improves the stability of the
algorithm; Zhu et al [11] proposed an adaptive PSO to solve
the inverse kinematics of the robot arm, using forward kine-
matics Based on the equation, the inverse kinematics solution
of the redundant manipulator is transformed into an equiva-
lent minimum problem. However, similar to other heuristic
algorithms, PSO is not ideal for solving high-dimensional,
non-linear and multi-peak problems. When the degree of
freedom of the manipulator increases, it is easy to fall into
local optimum or stagnation. The convergence accuracy and
The convergence rate is difficult to guarantee, and improved
algorithms are necessary.

This paper proposes A General Robot Inverse Kinematics
Solution Method Based on Improved PSO Algorithm. The
contribution of this paper can be summarized as follows:
first, this article explores the mechanical structure of ROKAE
XB6 six-degree-of-freedom general manipulator, and then
selects the DH modeling strategy to establish the kinemat-
ics model of the manipulator. According to the principle of
space coordinate conversion, the forward motion equation
of the manipulator is derived. Then, the inverse kinematics
problem is transformed into an optimal solution problem,
and a solution method for inverse kinematics of a manip-
ulator based on an improved PSO is proposed according
to the characteristics of general manipulators. The specific
algorithm improvements are as follows. The method is based
on basic particle swarms. To solve this problem, this paper
proposes an inverse kinematics calculation method based on
improved PSO algorithm and applicable to general robots.
In order to avoid the particle update rate not adapting to
each stage of the optimization process, a nonlinear dynamic
inertia weight adjustment method based on the concept of
similarity is introduced, so that the search process is more
robust; in addition, to overcome the problem of local optimal
solution At the same time, multiple populations are intro-
duced to perform optimization search at the same time, and
the immigration operator is proposed to increase the diversity
of the particle population in the iteration. Finally, experiments
are performed to verify the feasibility and superiority of the
algorithm.

The rest of this paper is organized as follows.
Section II gives the system model. Section III describes
the improved PSO algorithm for the inverse solution.
Section IV gives experiments and the final section gives the
conclusion.

II. DESCRIPTION OF INVERSE KINEMATICS PROBLEM
This article takes the Comau NJ-220 robot as an example
to carry out research. The robot is a six-degree-of-freedom
articulated robotic arm. The robot kinematics is modeled by
the D-H method. Due to assembly errors, the robot has an
axial offset of 5d in the 5Z direction at the joint 5, resulting
in deviations in its D-H parameters, and the axes of the three
axes at the end do not intersect. Therefore, the Pieper criterion
is not satisfied, and there is no closed solution. At this time,
the robot is a general robot, the coordinate system at each joint
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FIGURE 1. Comau NJ-220 robot link coordinate system.

TABLE 1. D-H parameters of comau NJ-220 robot.

is established as shown in Figure 1, and the link parameters
are shown in Table 1.

The length ai (i = 1, 2, . . . , 6) is the distance along the
Xi−1 axis from the Zi−1 axis to the Zi axis, and the torsion
angle αi is along the Xi−1 axis. The angle from the Zi−1
constantly being proposed. Das [12] and other evolutionary
operators inherited through the concept of governance in
human society and the multiple crossovers and bee colony
operators inherited by genetic algorithms have improved
the intensive ability of PSO. Enhance the intensive ability
of PSO. Mahya [13] and others proposed a hybrid algo-
rithm of fireflies and improved particle swarm optimiza-
tion (IPSO) to achieve a better average load to develop
and improve important indicators, effective resource utiliza-
tion and task response time. Arfan [14] et al. proposed an
improved self-inertia weighted adaptive PSO algorithm with
gradient-based local search strategy (SIW-APSO-LS). The
new algorithm strikes a balance between the improved iner-
tial weight adaptive PSO exploration ability and the devel-
opment of gradient-based local search strategy, which is
updated through the evolution process to enable each particle
to iteratively increase its speed and position. Although the
above documents have improved the PSO algorithm, due to
the structure of the algorithm itself, the local convergence
problem has not been significantly improved, and the above

documents have limited effects on the convergence accuracy
and convergence speed improvement, and are not suitable for
high-dimensional inverse motion Learn to solve.

This paper proposes an inverse kinematics solution method
based on improved PSO for a six-axis articulated general
manipulator. Compared with closed solution and numerical
solution, the algorithm has a simple structure, does not need
to perform matrix inverse operation and trigonometric func-
tion operation, and can accurately solve the general robot
inverse kinematics problem of any degree of freedom; com-
pared with the traditional PSO, the algorithm is more effec-
tive Solve the problem of local convergence, and improve
the accuracy and speed of convergence axis to the Zi axis,
the offset di is the distance moved from the Xi−1 axis to the
Xi axis along the Zi axis, and the joint angle θi is the Xi−1
along the Zi axis The rotation angle of the axis to the Xi axis.
It can be seen from the above conditions that the trans-

formation matrix (the i-th coordinate system to the (i+ 1)th
coordinate system) between adjacent coordinate systems is

T =


cos θi − sin θi

sin θi cosαi cos θi cosαi
0 ai

− sinαi −di sinαi
sin θi cosαi cos θi sinαi

0 0
cosαi di cosαi
0 1

(1)
By successively multiplying the transformation matrix, the

transformation relationship from the end effector coordinate
system to the robot base coordinate system can be obtained:

0
6T =

6∏
i=1

i−1
i T =


nx ox
ny oy

ax px
ay py

nz oz
0 0

az pz
0 1


= P (θ1, θ2, θ3, θ4, θ5, θ6) =

(
R3×3 P
0 1

)
(2)

Among them, a, o, n describe the three unit vectors of
the robot end effector: the approach vector a is the direc-
tion of the end effector into the object; the direction vector
o is the direction from one position to the next position;
the normal vector n is The other two vectors constitute the
right-hand rule. px , py, pz are the three components of the end
effector position vector. P(θ1, θ2, θ3, θ4, θ5, θ6) is the posture
matrix of the robot arm, which is obtained by multiplying the
transformation matrix between the adjacent joint coordinate
systems of the robot. R3×3 is the 3 × 3 rotation matrix
(ie attitudematrix) of the robot end effector coordinate system
relative to the robot base coordinate system, and p is the
position vector of the robot end effector coordinate system
under the robot base coordinate system.

Known robot arm expected pose matrix

Pdes =
(
R3×3,des Pdes

0 1

)
(3)

By substituting the current joint angle value into the for-
ward kinematics equation of the robot arm, the current pose
matrix can be obtained

Pcur =
(
R3×3,cur Pcur

0 1

)
(4)
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In order to make the robot arm reach the desired posture,
it is necessary to satisfy the following constraints by
formula (3) and formula (4)

‖Pcur − Pdes‖ = 0 (5)

That is, the current pose matrix and the expected pose
matrix are equal, and the joint angle value that meets the
condition at this time is the inverse kinematics solution. The
boundary conditions of each joint variable can be expressed
by the following formula

θ lk ≤ θk ≤ θ
u
k k = 1, 2, . . . (6)

Among them, θ lk and θuk represent the lower and upper
boundaries of the joint variable corresponding to the k-th
joint axis, respectively. At this point, the inverse kinematics
problem is decomposed into a nonlinear transcendental vector
equation and a constraint equation. The inverse kinematics
solution is transformed to solve the following optimal control
problem [15]

min ‖Pcur − Pdes‖ (7)

s.t. θ lk ≤ θk ≤ θ
u
k k = 1, 2, . . . (8)

As the objective function of the optimization control
problem, it will be substituted into the PSO for solving.

III. IMPROVED PSO ALGORITHM FOR INVERSE
SOLUTION
PSO is an adaptive evolutionary computing technology based
on population search. It was proposed by Eberhart and
Kennedy in 1995, and it was inspired by biological sociol-
ogists’ research on bird predation behavior. The basic idea
of PSO is to find the optimal solution through cooperation
and information sharing among individuals in the group [16].
Although the traditional PSO method can be used to solve
multi-peak and high-dimensional control optimization prob-
lems, the traditional PSO algorithm increases the amount of
calculation and decreases the stability when the number of
variables and dimensions increase, and ignores the parallel
mechanism of the algorithm Potential. The flow chart of
the traditional PSO is shown in Figure 2. Therefore, this
algorithm is difficult tomeet the requirements of robot control
system for algorithm accuracy and stability. In view of the
above problems, this paper makes improvements on the basis
of PSO, and proposes a kinematics inverse solution operation
method for general robots. This method specifically improves
the PSO from the following three aspects.

A. NONLINEAR DYNAMIC INERTIA WEIGHT.
In order to avoid the particle update rate not adapting to each
stage of the optimization process [17], a nonlinear dynamic
inertia weight adjustment method based on the concept of
similarity is introduced, whichmakes the search processmore
robust.

In the traditional PSO algorithm, the inertia weight is a
fixed value. If the value is too large, it is not conducive to

FIGURE 2. The flow of the conventional PSO.

the small-scale local search in the later stage of the particle.
If the value is too small, it is not conducive to the global
search. In response to the above defects, scholars represented
by Kennedy have proposed a WPSO algorithm that changes
the inertia weight changes by linear decreasing laws [18]. The
change formula of weight w is as follows:

w = wmax −
(wmax − wmin)

maxgen
· i (9)

Among them: wmax is the maximum weight; wmin is the
minimum weight; maxgen is the maximum number of itera-
tions; i is the current number of particle iterations. The effect
of changing the weight linearly has been improved, but the
particle speed update still has a strong dependence on the
inertia weight. Using the concept of similarity, a method of
nonlinear dynamic weight adjustment is introduced [19]. The
formula for defining the similarity between particle p and
particle q is as follows:

S (p, q) = 1− [
d(p, q)
dmax

]
2

(10)

Among them: d(p, q) represents the Euclidean distance
between the p-th particle and the q-th particle; dmax repre-
sents the maximum distance of the space particles, which can
be approximately equal to the maximum side length of the
map. When d(p, q)→ 0, s (p, q) = 1; when d(p, q)→ dmax ,
s (p, q) = 0, and s (p, q) ⊂ (0, 1). It can be seen from
Equation 10 that when the distance between the two particles
is closer, the similarity is greater; when the distance between
the two particles is longer, the similarity is smaller.

Suppose the similarity value between the p-th particle and
the optimal particle gbest of the current group is s(p, gbest ).
According to Equation 10, when s (p, gbest) = 0, the distance
between the particle and the optimal particle of the current
group is the largest, so the particle needs to jump out of the
current area, then the inertial weight of the particle in the next
iteration should take wmax ; when s (p, gbest) = 1, the particle
is near the optimal particle of the current group, and the
particle needs to be searched finely near the current small
range. At this time, the inertia weight of the particle in the
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next iteration should be taken as wmin. When s (p, gbest) ⊂
(0, 1), the inertia weight is updated as follows according to
the change of similarity.

wi = wmin + (wmax − wmin) ·

(1− s (p, gbest)) ·

√
maxgen− i
maxgen

(11)

Among them: wmax is the maximum weight; wmin is the
minimum weight; maxgen is the maximum number of iter-
ations; i is the current number of iterations; wi is the value
obtained by the current iteration.

The similarity-based dynamic inertia weight adjustment
method enables particles to dynamically adjust the evolution
speed according to the difference from the global particle
position, and the update rate can be adapted to each stage of
the optimization process, thereby overcoming the weight of
the traditional PSO. The disadvantages of inappropriate value
and poor search ability.

B. MULTI-PSO WITH IMMIGRATION OPERATOR
In order to overcome the problem of local optimal solution
in the search process, the standard PSO algorithm breaks
through the single PSO mode [20], parallel optimization
search is introduced, and the multi PSO is proposed to replace
the conventional PSO.

Multi-particle swarm breakthrough The standard PSO only
relies on the framework of a single population for genetic
evolution, introducing multiple particle swarms for simul-
taneous optimization search; different populations are given
different control parameters to increase the diversity of par-
ticle swarms [21]. Various particle swarms are connected
through immigration operator [22] to realize the co-evolution
of multi-particle swarms; the optimal individuals in each
evolutionary generation of various swarms are saved, and
the optimal solution is obtained by the co-evolution of mul-
tiple particle swarms Synthesizing the results also serves
as the basis for judging the convergence of the algorithm.
Figure3 shows the structure of the multi-PSO.

In recent years, the multi-PSO has greatly enriched the
diversity of individuals and improved the global convergence
ability of the algorithm. It is mostly used to solve multi-peak
and high-dimensional control optimization problems [23].
However, multiple particle swarms converge when comput-
ing in parallel. The speed is unstable and the convergence
accuracy is not high and the calculation time is long. There-
fore, this paper innovatively proposes immigration operators
to improve the speed and accuracy of multi-PSO.

This paper draws on the concept of immigration operator
in genetic algorithm and introduces it into PSO for the first
time, which increases the diversity of particle population in
iteration. During the operation of multiple particle swarms,
the various swarms are relatively independent, and are con-
nected to each other through immigration operators. The
immigration operator regularly introduces the optimal indi-
viduals appearing in the iterative process of various groups
into other groups to realize the exchange of information

FIGURE 3. Schematic diagram of multi-PSO.

FIGURE 4. Individual replacement process.

between particle groups. In the iterative process, the best and
worst individuals in each population are selected, and the
immigration operator is used to replace the worst individu-
als in the latter particle group with the best individuals in
the previous particle group according to the particle group
number. In order to ensure the closedness of the algorithm,
the worst individual in the first particle swarm is replaced
with the best individual in the last particle swarm. Specific
individual replacement [24] method flow, as shown in the
figure 4.

The ability of the migration operator is strengthened here,
that is, every certain algebra, all populations are sorted
according to the optimal fitness value in each population,
thereby selecting the optimal population and the worst popu-
lation, and replacing the worst population It is the optimal
population, as shown in Figure 5 This operation is placed
before the individual replacement operation to optimize the
evolution direction of the algorithm, which can improve the
accuracy and speed of convergence.

At each generation in the iterative process, the optimal
individual of each particle swarm is selected to be saved and
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FIGURE 5. Structure diagram of improved PSO.

continuously updated to ensure that the optimal individual
is not destroyed and lost, and to achieve the co-evolution of
multi-particle swarm [25], the acquisition of the optimal solu-
tion It is a comprehensive result of the coordinated evolution
of multiple particle swarms.

The inverse kinematics solution based on the improved
PSO is divided into 8 steps, which are described as follows:

1) As with the basic PSO, first initialize the parameters
of the N particle swarm, the speed and position of the
particles, and their maximum and minimum values.

2) Find and update the individual and global extreme
values of the group.

3) Divide the N particle population into n particle
populations, and perform the optimization search
simultaneously.

4) Screen out the best and worst individuals in each pop-
ulation, and use the immigration algorithm to replace
the worst individuals in the latter group with the best
individuals in the former group. In order to ensure the
closedness of the algorithm, the worst individual in the
first population is replaced with the best individual in
the last population.

5) Recalculate the global optimal value and individual
extremum of the new generation group.

6) First determine the similarity between each parti-
cle and the optimal particle of the group, then find
the corresponding inertia weight value w, and finally
update the position of the particle.

7) When the number of iterations of the algorithm is
greater than or equal to the maximum number of itera-
tions, end the algorithm, otherwise jump to step (2) to
continue the loop operation.

8) After the iteration is over, the global best advantage is
output.

9) The evolution is over and the optimal solution is output.

IV. EXPERIMENTAL VERIFICATION
The experimental verification is carried out for Comau
NJ-220 general robots. The computer CPU used is Intel
(R) Core (TM) i5-10210U, the memory is 8GB, and the sim-
ulation program is written in Matlab2013a. Two comparative
experiments were designed in Matlab environment. The first
group used 4 test functions to simulate with traditional PSO
algorithm and improved PSO algorithm to verify the perfor-
mance of improved PSO algorithm in high-dimensional space
optimization problem. Significant results have been achieved,
featuring fast convergence and high search accuracy. The sec-
ond group uses a traditional PSO and a modified PSO to
calculate a known singular pose (failure of numerical solu-
tion), and verifies the convergence speed and stability of the
improved PSOwhen solving inverse kinematics. Advantages,
at the same time, comparing the two algorithm errors further
illustrates the accuracy advantages of the improved PSO
algorithm. The position coordinates of the end effector of the
robotic arm have nothing to do with the joint 6. Therefore,
the particles in the algorithm population are 5-dimensional
individuals. The specific parameters of the test are set as
follows.

1) Traditional PSO: the maximum number of iterations is
set to 200, the total number of particles involved in the
calculation is 500, C1 takes 1.4962, C2 takes 1.4962,
and w takes 0.7298.

2) Improved PSO: the maximum number of iterations is
set to 200, and the total number of particles involved
in the calculation is 500 (divided into 10 small par-
ticle swarms, each small particle swarm is assigned
50 particles). The inertia parameters wi of 10 small
particle swarms are set as: 0.2, 0.4, 0.6, 0.8, 1.0, 1.2,
1.4, 1.6, 1.8, 2.0, C1 takes 1.4962, C2 takes 1.4962, and
changes dynamically with the increase of the number of
iterations, And combined with immigration algorithm.

A. FUNCTION TEST
In order to evaluate the performance of the algorithm,
we adopted 10 test functions. See Table 2.

These four functions include single-mode functions
and multi-mode functions, correlated and uncorrelated
functions. Among them, 1-6 is a single-mode function,
7-10 is a multi-mode function, and the number of
local extremums increases exponentially as the dimension
increases. Table 3 and the results of the traditional PSO
algorithm and the improved PSO algorithm repeated 30 times
for the test function 1-10, the simulation results include
the average optimal value of the test function in the case
of successful convergence, and the number of successful
convergence of the algorithm within 30 times.

It can be seen from Table 3 that the improved PSO algo-
rithm in this paper can converge on the single-mode func-
tion 1-6 repeated 30 simulations, and they have achieved
an optimal value that is significantly better than the former
two. For the global single peak function f1, although all three
algorithms converge successfully, the accuracy of the optimal
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TABLE 2. Test function expressions, dimensions, search spaces and
global optimal solutions.

value found by the improved PSO algorithm in this paper is
6 orders of magnitude higher than that of the traditional PSO
algorithm, and it is amulti-subgroup Five orders ofmagnitude
of the algorithm.

There are a lot of local optimal values in the solution
space of the multimode function, and it is difficult to find
its global best. In the 30 simulations of the two multimode
functions by the improved PSO algorithm, the number of con-
vergences is greater than that of the traditional PSO algorithm
and multi-subgroups, and The multi-mode function f7−10 can
all successfully converge, which shows that the algorithm
has greatly improved from the traditional PSO algorithm in
getting rid of the local extremum of the function.

B. GENERAL ROBOT INVERSE KINEMTICS SOLUTION
EXPERIMENT
Through calculation and actual operation, an experimental
point of Comau NJ-220 general robot is obtained:

R = [−0.4967, 0.0445, 0.8668]

P = [1639.26,−146.94, 900.79]

TABLE 3. Simulation results of test functions 1-10.

FIGURE 6. Comparison of the position error values of the three
algorithms.

The experimental environment and parameter settings are
described above.

Substituting the above test points into a Jacobian matrix,
the matrix is singular, so the test point is a singular position
point, and the specific parameters are consistent with the
function test. For details, see above, using three algorithms
to repeatedly calculate the point 5 times, select the fastest
convergence, The three curves corresponding to the three
algorithms are plotted in the figure 6.

It can be seen from Fig. 6that for the singular position,
the traditional PSO algorithm and the improved PSO algo-
rithm can be solved normally. However, the improved PSO
can quickly converge to the target coordinate error of 1
when computing less algebra, while the traditional PSO
requires more algebra, and its target solution mutation will
appear during the convergence process Case. In order to
further compare the difference between the convergence
rates of the two algorithms, the convergence algebra of
the above five calculations is listed in Table 4. The coor-
dinate error in Table 4 is the joint angle obtained by the
algorithm. The corresponding coordinates px , py, pz and the
target coordinates (p′x , p

′
y, p
′
z). The spatial distance error
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TABLE 4. Comparison of three algorithm simulation results.

d , d =
√
(px − p̄x)2 + (py − p̄y)2 + (pz − p̄z)2, the joint

angle error e is the optimal solution (θ1, θ2, θ3,
θ4, θ5) obtained by the algorithm and the exact solution
(θ ′1, θ

′

2, θ
′

3, θ
′

4, θ
′

5) The sum of the absolute values of the
components between the two, e =

∑5
i=1

∣∣θi − θ ′i ∣∣, used to
measure the excellent degree of the search solution. From the
data in Figure 6 and table 4, it can be seen that the traditional
PSO, multi subgroup and the improved PSO in this paper can
search the convergence solution for the given target point.

For the Comau NJ-220 robot, although the optimal solu-
tions obtained by the three algorithms are close to the exact
solutions obtained by the analytical method, comparing the
target coordinate errors D of the three algorithms, it can be
found that the traditional PSO algorithm and the multi sub-
group algorithm are 2-3 orders of magnitude higher than the
improved PSO algorithm, among which the traditional PSO
algorithm has the largest coordinate error. From this we can
see that the introduction of multiple subgroups can avoid the
algorithm falling into local optimum, thus reducing the error
of the results. Observing the joint angle error e of the three
algorithms, the traditional PSO algorithm and multi subgroup
algorithm are about 102 times of the improved algorithm, and
the angle error of the traditional PSO algorithm is slightly
higher than that of the multi subgroup algorithm. The results
show that the accuracy of the improved algorithm is greatly
improved due to the introduction of migration operator.

At the same time, in terms of convergence speed, the tra-
ditional PSO algorithm needs 130 generations on average
from the beginning of iteration to the convergence state,
120 generations for many subgroups, and 90 generations for
the improved PSO algorithm. It can be seen that the improved

TABLE 5. Comparison of three algorithm simulation results.

PSO algorithm reduces the error of local optimization and
improves the convergence speed.

C. GENERAL ROBOT INVERSE KINEMTICS SOLUTION
EXPERIMENT
In order to more macroscopic prove the stability and accuracy
of the improved algorithm, we use the same singular position,

R = [−0.4967, 0.0445, 0.8668]

P = [1639.26,−146.94, 900.79]

use the improved PSO algorithm to solve its inverse solu-
tion 100 times, the test environment remains unchanged,
the parameter settings remain unchanged (see the above
parameter settings), the pass rate and excellent rate of all
experiments are counted, we set the pass level as: coordi-
nate within 200 generations The error value converges to
10-2, set the excellent level to 10-4 within 100 generations,
and the times of convergence to ‘‘pass and excellent’’ level
in 100 experiments are shown in Table 5, and the statistical
results are used to prove the significance of the experiment.

In Table 5, we can see that in the 100 times of solving
experiments, 100 times have reached the pass level, which
shows that the improved algorithm has a certain stability,
which can meet the daily use of general industrial robots;
at the same time, 74 experiments have reached the excellent
level, which shows that the improved algorithm has high
accuracy and can meet the needs of some precise process
production.

V. CONCLUSION
In this paper, an improved PSO algorithm for general robot
inverse kinematics is proposed. The objective function and
fitness function of the improved PSO are established by using
the forward kinematics equation of the robot. In order to solve
the problem that traditional PSO algorithm has fallen into the
local optimum, the algorithm structure of multiple particle
swarm is improved, and the migration algorithm is proposed
to enhance the diversity of particle swarm.

The improved PSO algorithm is applied to solve the inverse
problem of Comau nj-220 robot. The results show that, com-
pared with the traditional PSO algorithm, the improved PSO
algorithm solves the local convergence problem, improves
the stability, not only improves the convergence accuracy, but
also effectively improves the operation speed. It is proved
that the method proposed in this paper is suitable for solving
inverse kinematics problems of general robots, and shows
certain advantages; in addition, in the promotion and prac-
ticability of the algorithm, we will make further exploration
in the future research and practical operation. To solve the
problem of general robot inverse kinematics, we will explore
more research methods to apply in the future, and provide
more solutions for this field.
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