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ABSTRACT This paper considers the problem of anomaly detection in an outdoor environment where
surveillance cameras are usually installed tomonitor activities of general public. A novel solution is proposed
which combines audio and visual data to automatically detect abnormal activities. The proposed anomaly
detection algorithm makes use of both visual and audio features to automatically detect anomalous activities
in scenes. Visual features such as optical flow technique combined with particle swam optimization and
social force model are used, whereas, acoustic features such as, energy, zero crossing rate, volume, spectral-
centroid, spectral spread, spectral roll-off, spectral flux, cross correlation and the mel-frequency cepstral
coefficients (MFCCs) are used. An anomaly inference is developed which is based on both visual and audio
features. The performance of the proposed algorithm is evaluated by testing it on the publicly available
UMN datasets combined with the audio recordings. The proposed algorithm is compared with state-of-the-
art techniques and is shown to achieve improved performance in terms of accuracy.

INDEX TERMS Anomaly detection, SVM, particle swam optimization, social force model, mel-frequency
cepstral coefficients.

I. INTRODUCTION
Over the past few decades, security has become a very chal-
lenging task. To monitor maximum urban areas, installation
of surveillance cameras has rapidly increased around the
world. With increase in the number of cameras, it has become
almost impossible to manually monitor activities of gen-
eral public through camera recordings. Therefore, automatic
crowd behaviour analysis has become an emerging field in
computer vision applications. Automatic video analysis to
detect anomalous activities in surveillance videos is also
known as anomaly detection [1]. Anomaly detection can be
a pre-alarm or may signal a handler for reviewing more
carefully the current scene. It also enhances the efficiency
of surveillance by reducing man power and increasing safety
precautions.

Anomaly detection is a very challenging task because a
complete list of anomalies is usually not known. Most of the
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anomaly detection algorithms in the literature are based on
data acquired through different types of sensors, for instance,
video cameras or audio recordings. However, most of the
existing anomaly detection algorithms for surveillance, con-
sider only one sensor; either audio or visual sensors.

Several audio based anomaly detection algorithms have
been proposed in the literature during the last one decade.
For instance, algorithms for analysis of the individ-
ual events including speech recognition by machines are
presented in [2], [3]. Auditory scene categorization are pro-
posed in [4], [5], while, speaker identification systems are
presented in [6], [7]. Moreover, there has been a growing
interest in audio behaviour analysis for event detection in
surveillance applications pertaining to public transport secu-
rity [8]–[10]. There is an extensive research work available
in the literature for audio classification by using hand engi-
neered features. These hand engineered features are mainly
utilized to train networks like Support VectorMachine (SVM)
for classification purpose. Hand designed features to train
SVM model to segment the audio signals are presented
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in [10]. They propose the Expectation-Maximisation (EM)
algorithm to estimate the parameters for the representation
of feature space in Gaussian distribution [10]. Also different
hand-crafted features are utilized in [11] for screaming and
gunshot detection. Altogether they use 49 distinctive fea-
tures based on spectral, perceptual, and temporal distribution.
They perform feature selection based on hybrid wrapper
method. The classifier is made up of two Gaussian Mixture
Model (GMM) which are trained using Figueiredo and Jain
algorithm [12]. Bag of words approach is used in [8] to train
the classifier. At first, features like energy, volume, spectral
flux, and spectrum dispersion are computed. Using K-Means
clustering, features are converted to clusters which are then
used to train SVM. They report average accuracy of 96%.
Audio anomaly detection is wide in terms of scope and there
can be multiple applications where it can be helpful. For
instance, anomalous sounds in road accidents are detected
in [13]. In another research presented in [14], different com-
bination of features are utilized to train SVM classifier for
voice clip and music clip. They conclude that using MFCC
and frequency energy to train SVM can lead improvement in
classification.

With the boom of Convolutional Neural Network (CNN)
there is increasing trend towards solving problem of differ-
ent complexity without the need of hand designed features.
CNN provides end-to-end solution for different image, audio,
text related tasks. In audio classification, [15] propose a
model for end to end audio sample classification. They first
extract the low-level feature using 1-D convolutional layer
and use the traditional image classification network hierar-
chy to perform the audio classification task. Artificial data
augmentation is applied by adding noise and normalizing
the audio packet. At a sampling rate of 44.1k they achieve
85.65% accuracy [15]. J. Pons and X. Serra provide a brief
comparison of randomly weighted CNN for audio classifi-
cation. The CNN is fed with spectrograms or wave-forms
of signals of size 29sec. Baseline model with MFCC fea-
ture and SVM is used for comparison. Given the configura-
tion utilized in their work, Visual Geometry Group (VGG)
spectrogram based and temporal feature based front ends
achieve better performance [16]. In [17] a method to ini-
tialize the weights for Deep Neural Network (DNN) given
the different data distribution under road surveillance is pro-
posed. They classify background sound signals in hazardous
and non-hazardous class. They use hand engineered features
based on spectral and temporal changes in the signal and
train a recurrent neural network to objectify the class of
given audio sample. They achieve more than 90% accuracy
and F1 score [17]. In [18] the anomaly detection problem is
treated as a regression-based classification problem within
a deep learning framework. It proposes a solution to detect
abnormal operation sounds in complex machines. Their solu-
tion is based on an auto-encoder, and it uses the residual
error, which stands for its reconstruction quality, to identify
the anomaly in machine. However, when the target machine
sound is non-stationary, a reconstruction error tends to be

largely independent of an anomaly, and its variations increase
because of the difficulty of predicting the edge frames [19].
This problem is overcome by deep learning based autoregres-
sive networks presented in [20] and interpolation deep neural
network presented in [19]. These deep learning based meth-
ods achieve high accuracy which is evident from their Area
under the Curve (AUC) scores, however, computational com-
plexity of such algorithms is greater than the conventional
methods. Furthermore, deep neural network based audio clas-
sifiers presented in [20] and [19] have not been tested in
surveillance problems. In general, the audio detection is best
achieved using SVM with a cost of feature extraction and not
having end to end solution. We use extensive study to help
us select prominent features, best representing the detailed
information about the signal, to train the model.

Several Video based crowd analysis and anomaly detection
algorithms have also been proposed. For instance, visual
anomaly detection using different visual features is presented
in [21]–[23], Social Force Model (SFM) based method is
proposed in [24] and particle advection based techniques
in [25], [26]. This particle advection based method detects
anomalies and track them as well by placing a rectangu-
lar grid of particles on each video frame, which synchro-
nises with the flow of objects within the frame. However,
in crowded scenes it is very difficult to do such segmentation
for anomaly detection and tracking. In such cases particle
advection eliminates the use of tracking part [25]. Here the
flow of advected particles is computed using fourth order
RungeKutta-Fehlberg algorithm [27] with further support of
bilinear interpolation of optical flow field. This method is
improved by including coherent and incoherent scene by
use of chaotic invariants [26]. In [21], spatial and temporal
changes for given scene are computed with high accuracy
by using flow of particles computed with streak lines in
parallel with particle advection scheme. After fluid (crowd)
flow estimation, Latent Dirichlet Allocation (LDA) [28] pro-
vides role of classifier and gives a score for force mag-
nitude to classify anomaly detection. There are also some
trajectory-based approaches to locate objects by tracking or
frame-difference [29], [30]. The research work presented
in [31] uses Hidden Markov Model (HMM) for scene cate-
gorisation to decide anomaly behaviour. Social force model
aided with particle advection can also be used to translate
flow of particles with the help of Particle Swarm Optimiza-
tion (PSO) [32], [33].

Video based anomaly detection algorithms perform well
when the video data is free of noise and anomalies are
only visual anomalies. Therefore, accuracy of video based
anomaly detection algorithms mentioned above may degrade
when the video data is noisy, video data is not available
temporarily for some reason, or anomalies are not visual
anomalies such as gun shot. In such cases multiple modalities
such as audio plus video can give better anomaly detec-
tion accuracy. Algorithms related to audio visual behaviour
analysis are presented in [9], [10], [34]–[36], however,
these algorithms analyze social behaviours of human beings
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(e.g., friendly/aggressive) and some specific applications
related to traffic. In best of our knowledge, there is no
algorithm in the literature which uses both audio and video
modalities to detect abnormal activities in scenes which are
usually monitored by cameras only.

This research work proposes a novel framework for
anomaly detection by using multiple modalities. A multi-
modal anomaly detection framework is proposed which uses
audio and video data for surveillance purposes. Advantages
of the proposed method is its robustness to detect anomalies
even when one of the modalities is temporarily not available
or includes noise. The proposed method makes use of audio
and visual classifiers and incorporates them into a novel
anomaly detection inference model to detect anomalies in
complex surveillance scenes.

The video classifier in the proposed technique calculates
interaction force in each frame by using a social force model.
These forces are aligned with particles flow with respect to a
reference point. Forces are further compared with empirically
chosen threshold, video frames with values of social forces
lower than the threshold indicate ‘‘Normal’’ video frame,
whereas, frames with forces higher than threshold are clas-
sified as ‘‘Abnormal’’. These interaction forces are computed
by using particle advection and SFM [37] optimised by using
PSO [33] as a robust algorithm.

The audio classifier is a SVM [38] which is trained with
positive and negative data. Audio event detection is somewhat
a pattern recognition problem as stated in [39]. The usual
technique to evaluate the data is to evaluate the data on
the basis of feature vectors containing one or more features
for a single packet where, vectors for positive examples are
classified as training set and are used for training a clas-
sifier. There are other methods which can also be used to
formulate and evaluate feature vector for training purpose
e.g. defining them on clusters with the help of means of
set features as done in [13] but it takes extra efforts even
though it minimises the problem of time span of testing
signal.

To evaluate the performance of the proposed audio-visual
anomaly detection framework, we have also implemented an
interpolation based deep neural network for audio classifi-
cation, incorporated it in the proposed audio-visual anomaly
detection framework and evaluated its impact on the accu-
racy of the overall framework. Performance of the proposed
audio-visual anomaly detection framework is evaluated with
two different audio classifiers (SVM based classifier and the
deep neural network based audio classifier) and comparison
results are presented in Section III

Contributions of the proposed research are summarized
below
1. A novel anomaly detection framework is proposed

which utilizes audio and visual features to robustly
detect anomalies in scenarios where video data can pos-
sibly be missing or noisy.

2. For detecting video anomalies, a SFM based approach
is developed in which particle swam optimization

algorithm is incorporated to optimize location and veloc-
ity of particles.

3. For detection of audio anomalies, we have implemented
two different audio classifiers, incorporated them sepa-
rately in the proposed anomaly detection framework and
compared the performance of the overall audio-visual
anomaly detection framework with two different audio
classifiers.

The remainder of the paper is organized as follows:
Section II describesmethodology of the proposed framework,
extensive experimental validation is given in Section III and
conclusions are presented in Section IV.

II. METHODOLOGY
An anomaly detection algorithm is proposed which can
recognise normal and abnormal events in surveillance area
by using audio and visual cues. The proposed architecture
is mainly based on two sections: visual classification and
audio classification. In Fig. 1 bock diagram of visual clas-
sification based on particle advection and event classification
using SFM and PSO is shown, whereas, Fig. 3 shows the
block diagram of the proposed audio based classification by
using Support Vector Machine (SVM) with the help of audio
features extracted from the audio data.

A. VISUAL CLASSIFICATION
In the proposed framework for anomaly detection, we have
developed a SFM [37] based method to detect abnormal
crowd behavior. Social force model gives a mechanism for
estimating interaction forces among individuals in a crowd.
Therefore, it describes behavior of the crowd on the basis
of interactions of individuals. Hence, normal activities in a
crowd can be represented by normal social forces among
the individuals whereas, abnormal social forces in the crowd
portray abnormal behaviors.

Most commonly used method to compute social forces
among the different objects is to first track them and then
compute social forces [40], [41]. However, tracking individ-
ual targets in crowd is a very challenging task. Therefore,
to estimate interaction forces we treat crowd as a collection
of particles. Similar to [24], we place a set of particles on
the video frame and move these particles according to the
proposed particle advection technique and instead of com-
puting interaction forces among individual targets in a crowd
we compute interaction forces among these particles by using
the social force model.

1) PARTICLE ADVECTION
Particle advection is useful to understand the flow of particles
which represent objects moving in crowed scene. We pro-
pose a particle advection method which is based on optical
flow combined with particle swarm optimization. Previously,
in [24], [25] particle advection is employed by introducing
a rectangular particles grid over each frame and then veloc-
ity for each particle is computed using fourth-order Runge-
Kutta-Fehlberg algorithm [27] with interpolation of the
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FIGURE 1. Visual event detection.

optical flow field. In crowded scene particles/objects may
move with random trajectories making this approach inap-
propriate as it considers that the particles follow the fluid
dynamical model. To overcome this problem we propose an
improved particle advection technique which replaces fluid
dynamical model with a robust modelling for understanding
flow by using the proposed optical flow and particle swarm
optimization method.

2) OPTICAL FLOW
Optical flow or optic flow is the sequence of visible motion
of object in a displayed scene which is the result of relative
motion between observer and the scene. Optical flow [42]
reflects the changes occurred in an image when it moves.
It is a representation of motion of an image or specifically
the object of the image in terms of motion vector. To draw
the motion vector, we analyse video frames. Suppose we are
analyzing a video at time t1 and t2, we can draw the estimation
for the next sequence of motion in term of motion vectors as
shown in Fig. 2.

FIGURE 2. Optical flow estimation.

There are a number of methods to estimate the optical
flow based on partial derivatives of the images i.e. for lower
and higher-order partial derivatives, such as Lucas–Kanade
method, Horn–Schunckmethod, Buxton–Buxtonmethod and
Black–Jepson method. For the proposed algorithm we have
used Lucas-Kanade algorithm [43] to obtain horizontal and
vertical optical flow components of particles. Once we have
optical flow information of all the particles, we calculate
the average optical flow field Oavg of particles over a fixed
window of N video frames. Average optical flow field of
particle with pixel location xi and velocity vi is represented
as Oavg(xi), whereas, optical flow field in the current video
frame is represented as O(xi).

3) PARTICLE SWARM OPTIMIZATION
Particle Swarm is a robust optimization technique which is
normally used to control a swarm of data in an iterative way
resulting in optimized solution to a problem [33]. It optimizes
a criterion function called fitness function taking initially a
swarm of randomly organized particles with X- dimensions
over a finding area or search space. The optimization function
tries to manage the flow of particles in accordance with the
fitness function iteratively. There are two positions namely
the pbest and the gbest . They depend on i-th particle and
independently valid for whole swarm respectively. Pbest is
the best position related to either maximum or minimum
fitness function where gbest is the best position among all.
The position change between two consecutive pbest can be
termed as velocity as it is the change in position with respect
to time and can be represented as vi (i.e. the velocity of
the i-th particle). Particle swarm optimization is an iterative
process which updates velocity of every particle according to
following equations [33] to find the optimum velocity

vnewi = Iw× voldi + C1 × rand1 × (pbesti − Xoldi )

+C2 × rand2 × (gbest − Xoldi ) (1)

xnewi = xoldi + v
new
i (2)

where Iw is inertial weight, it is a tuning parameter tuned to
balance the global and local explorations, well-tuned value
may reduce running time cost. Constants C1 and C2 are the
drifting parameters for target location, lower value of these
constants allow the particles to move away from target region
while higher values cause abrupt drift towards target location.
The rand1 and rand2 are two random numbers with values
between 0 and 1. Finally, xnewi and vnewi are the updated values
of location and velocity of ith particle respectively while
xoldi and voldi are the previous values of particle location and
velocity respectively.

Once we have optimum location and velocity of all the
particles we can use social force model to calculate the inter-
action forces for every particle.

4) SOCIAL FORCE MODEL (SFM)
With the help of following equations, we define social force
model [37] for particle motion dynamics by considering per-
sonal and environmental interactions. It facilitates the for-
mulation for the movement of each particle in the scene.
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FIGURE 3. Audio classification.

Mathematically, SFM can be described as:

Fa = mi × ai

= mi ×
dvi
dt

= Fp + Fint (3)

where Fp represent the personal force, Fint describes the
interaction force, mi and vi being the mass and velocity of
i-th particle respectively. We can write Fp as [37]

Fp = mi ×
vpi − vi
τi

(4)

where, vi is the actual velocity of particle i and v
p
i is its desired

velocity. In the proposed work, we compute these velocities
as

vi = Oavg(xnewi ) (5)

and

vpi = (1− qi)O(xnewi )+ qiOavg(xnewi ) (6)

where qi is the parameter which describes individ-
ual behaviour of ith particle. Particle exhibits individual
behaviour if its values approaches zero and herding behaviour
if it approaches unity.

The interaction force Fint is a combination of repul-
sive/attractive force Fped and a psychological repulsive force
between pedestrian and walls/buildings called environmental
force Fw i.e.

Fint = Fped + Fw (7)

Interaction force for an ith particle is calculated as

Fint (xnewi ) = mi ×
dwi
dt
−
mi
τi
× (vpi − vi) (8)

where dwi
dt can be evaluated by calculating the difference

between two consecutive optical flows that is dwi
dt =

(O(xnewi )|t −O(xnewi )|t−1). This equation states that the force
allows the particles to direct from desired path to actual one.
The particles are shifted towards area of the large motion and
driven by optical flow.

Based on the interaction forces we define a global clas-
sification criteria to classify video frames into anomaly and
normal classes.

5) VISUAL ANOMALY DETECTION
The proposed algorithm classify video frames into normal
and abnormal on the basis of interaction forces. Lower mag-
nitude of interaction forces describe normal behaviour, thus,
our fitness function tries to drive the particles toward area
of minimum force. Less interaction force means a regular
movement of particle. For classification, we set an empiri-
cally defined threshold, interaction force less than the pre-
defined threshold represents a normal video frame, whereas,
force above that threshold represents an anomalous video
frame. Using fitness function to move particles towards small
interaction force, thereby allows the particles to simulate a
‘‘normal’’ situation of the crowd or vice versa. Main routine
for the proposed audio visual anomaly detection algorithm is
presented in Algorithm I.
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Algorithm 1 Main Routine for Audio Visual Anomaly
Detection
Input: Video, Audio signals
Output: Classification of video frames into normal and
abnormal classes
Initialization:
1. Initialize particle velocity as vi=1:k and position xi=1:k ,
where k is the total number of particles.
2. Initial pibest with local best position
3. Initialize gbest with global best position
4. Initialize O and Oavg with a n × m matrix whose all
elements are zero. where n×m is the resolution of the video
frame.

1: for Frame i = 1 : Total no of Frames do
2: if Remainder of Frame and Frame Rate = 0 then
3: Get audio sample for the next second
4: Calculate Score using Algorithm 2
5: return detection score
6: end if
7: Resize frame andMaking Usable by setting no of rows
= 120 and no of columns = 160

8: Calculate Average optical flow and optical flow for
each video frame by using Out = Oavg and O

9: while Itr ≤ maxiter and Fint (gbest ) ≤ BestFit do
10: for for i = 1: k do
11: Calculate Fint using Equation 8
12: if Fint (xnewi ) < Fint (pibest ) then
13: pibest = xnewi
14: end if
15: end for
16: Set gbest = argmin(pibest )
17: Estimate new positions for particles using equa-

tion 1 and 2
18: end while
19: Output: Optimized interaction forces and
20: New particles’ positions.
21: Store previous usable values
22: if Frame i <= 10 then
23: Calculate Fr using Equation 10 where r is 10
24: end if
25: if Frame i > 10 then
26: Calculate Ft using Equation 11
27: Calculate Ct based on difference mentioned in

Equation 12
28: Cs

t : Apply moving average filter to smooth Ct
29: if detection score >th1 & Cs

t >th2 then
30: Abnormal with Firing
31: end if
32: if detection score <=th1 & Cs

t <=th2 then
33: Normal
34: end if
35: end if
36: end for

The fitness function can be described as:

FitnessFunction = min[Fint (xnewi )] (9)

where i indicates the i-th particle. Algorithm I includes
maxiter term which indicates the number of iteration, in the
proposed work its value is set to 100. For anomaly detection
the reference force is taken from the first 10 frames. The
average of force is calculated based on equation 10 given
below:

Fr =
k∑

1=1

Fint (Xnewi )|r (10)

where r = 10 because we are taking 10 frames for training
data and Fr represent the normal/trained/reference data. For
testing data, we will also calculate the interaction sum using
equation 11 as:

Ft =
k∑

1=1

Fint (Xnewi )|t (11)

The next step is to calculate absolute force difference
between reference or training frames and current frame using
equation 12 as:

Ct = |Ft − Fr | (12)

The second last step is to use moving average filter to smooth
output and at the end the output is categorized based on
threshold chosen experimentally.

Rt =

{
Abnormal if Cs

t > th
Normal otherwise

(13)

where, Cs
t is output from smoothing filter, th is defined

threshold while the Rt holds the final decision for normal or
abnormal classification.

B. ACOUSTIC CLASSIFICATION
This section describes in detail the steps involved in classi-
fying the audio events into normal and abnormal events. The
architecture for audio classification presented in this paper
is based on bags of words approach. In the proposed work,
the audio stream is divided into small audio frames known as
packets. For each audio packed we extract number of audio
features which are further used to evaluate the probability of
the occurrence of these packets. Based on these probabilities
we categorise audio events into normal and abnormal events.
Features extracted from audio packets are explained in the
next section

1) AUDIO FEATURE EXTRACTION
Unlike video frames, the audio changes very rapidly, there-
fore, even within a fraction of a second the audio events
may change, which means, every event needs to be processed
before the occurrence of the next event. Therefore, to detect
every audio event and to classify it into normal and abnormal
audio event, from audio sequences accurately, we chose the
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window size small. The window size Tw is chosen carefully to
cover all the frequencies. No matter what the audio frequency
is, lower or higher, the frame size remains the same. For each
frame, the feature vector is computed which can either be
used for high level feature extraction or can be used directly
to predict the score using trained classifier with positive and
negative examples.

For every audio packet we compute two different sets of
audio features. The first set of features includes 1) energy,
2) zero crossing rate, 3) volume, 4) spectral-centroid,
5) spectral flux, 6) spectral spread, 7) spectral roll-off and
8) cross correlation [8], [44], [45], whereas, the second
set of features include Mel Frequency Cepstral Coefficients
(MFCC) [46]. Energy: To calculate the weighted sum of
samples energy of sound within the time window, We have
used hamming window, a type of raised cosine defined as

w[n] =

0.54− 0.46 cos(
2πn
M − 1

), 0 ≤ n ≤ M − 1

0 otherwise
(14)

whereas, the energy is calculated as

En =
m=+∞∑
m=−∞

(x[m]w[n− m])2 (15)

where En is the short time energy, x[m] is the input sig-
nal, and w[n] represents the hamming window. Based on
the properties of short time energy algorithm we can find;
(a) Maximum Window Energy (b) Total Energy (c) Signal
Envelope (d) Signal Extraction.

By comparing individual window energies, we can find out
window energy or signal sample which contains maximum
window energy. Abnormal audio events such as a gun shot,
produce impulsive sound, we can differentiate them from
other signals based onmaximumwindow energy, for instance
in our case most of the normal sound events have maximum
window energy not more than hundred units, so we can say
that energies more than 100 units is optimum condition for a
gunshot. The total energy is sum of energies carried by all the
windows.

Zero crossing rate: The Zero crossing rate is the sign
change going from positive value to a negative value and vice
versa, it can be defined as

zcr = 1/(2K )
m=K∑
m=−1

[sign(x[m+ 1])− sign(x[m])] (16)

where K is the length of the signal x[n], and sign(·) is a
function that evaluates the sign of extracted value.

Volume: The volume of signal is the RMS value of ampli-
tude of audio samples which can be evaluated as

V =

√√√√ 1
K

K∑
m=1

x[m]2 (17)

where V represent volume and K is the length of the
signal x[m].

Spectral Centroid: The spectral Centroid SC shows the
weighted mean of frequencies available in a signal and can
be evaluated as

SC =

∑b1
i=b0 fisi∑b1
i=b0 si

(18)

where si is the spectral magnitude at bin i and fi represents
the centre frequency of the ith bin, whereas, b0 and b1 are the
lower and upper limit of the bin for which spectral centroid
calculated.

Spectral Flux:The Spectral Flux SF is themeasure of how
quickly the power spectrum of a signal is changing, it can be
computed as the square difference between the normalized
magnitude of spectra of two consecutive windows as reported
in equation given below

SF =
b1∑
i=b0

[si(t)− si(t − 1)]2 (19)

where si(k) represents the kth normalized Discrete Fourier
transform (DFT) at ith frame and b0 and b1 are the edges of
the band.

Spectral Spread: The Spectral Spread is spread of the
spectrum around its mean value. It can be computed as [45]

SS =

√√√√∑b1
k=b0(fk − µ1)2)sk∑b1

k=b0 sk
(20)

where fk is the frequency of k th bin in hertz, sk is the spectral
value for k th bin, and b0 and b1 are the edges of the band
over which spectral spread is calculated. Parameter µ1 is the
Spectral Centroid.

Spectral rolloff The Spectral rolloff point is the frequency
under which the 85% percent of spectral energy lies. It can be
computed as

Rt∑
k=b0

sk = α
b1∑

k=b0

sk (21)

where α is controllable threshold and specifies how much
percentage of total energy contained from b0 to Rt , for our
case its 0.85. b0 and b1 are the band limits over which we are
evaluating spectral spread.

Cross-Correlation The Cross-Correlation is the measure
of similarity of two signals. It is defined as

(f ∗ g)[n] 1=
∞∑

i=−∞

f [i]g[i+ n] (22)

f [i] defines the conjugate of f [i] where f and g are two
functions under consideration. Envelopes of all the gunshots
are very similar to each other, so, we can distinguish gunshot
from the noise by taking correlation of envelope of signal with
the envelopes of the reference gunshots.

Mel Frequency Cepstral Coefficients (MFCC): At the
end, the MFFCCs are extracted. The MFCCs are obtained
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by applying Discrete Cosine Transform (DCT) to log trans-
formed energy. Mathematically it can be understood as

c(l) =
M∑
m=1

X ′(m)cos(l
π

M
(m−

1
2
)), wherel = 1, 2, . . .M

(23)

where X ′(m) is scaled version of X (k) using Mel filter-
bank [46]. Usually first 13 coefficents are considered.

2) TRAINING AND CROSS VALIDATION OF CLASSIFIER
After extracting low level feature vectors, the task of super-
vised learning starts. The feature vectors from positive exam-
ple of event we are interested in detecting, can be used to train
a classifier. We used linear support vector machine [38] for
classification purpose. The training dataset should be roughly
ten times the number of features, but it also works for the
lower number of training sets. We are using 44 positive and
negative examples to train classifier to recognise the gun
voice. In the proposed algorithm binary SVM is used which
can be extended to anN class classifier. This N class classifier
will actually have N + 1 classes, the one extra class is for
non-matching voices. For better results we used SVM with
linear kernel as it changes the distribution of data on axes and
act as dot product.

The SVM is a binary input machine as it can classify
two examples i.e. positive or negative. Thus, a pool of SVM
Figure 4 is realized in order to face the multi-class problem
at hand. Algorithm for audio event detection by using SVM
classifier is summarized in Algorithm II.

FIGURE 4. SVM Architecture.

The i-th classifier is trained by considering training exam-
ples from class Ci as positive examples while samples from
all other classes are taken as negative examples. The SVM
cross validation outputs a score which is taken as a matching
probability. This output probability corresponds to level of
matching between the testing voice with the trained voice.

C =

{
C0 Si < δ

argmax Si otherwise
(24)

hlIf all the classifiers give a confidence score si < λ the
time interval is classified as a background sound in class C0.
For our experiments the threshold is set as λ = 10. When
SVM is used for background noise classification as well it
becomes more reliable and enhance itself while reducing the
false indication.

Algorithm 2 Audio Event Detection Using SVM Classifier
Input: Audio File
Output: Score
Initialization:
1. Initialize Ai and Xi, where i = No of features
2. L = compute length of signal
3. E = Apply window and calculate energy by adding the
squares of magnitude of samples
4. Window = Move window forward by 500 and again
calculate till the last sample is approached

1: Compute the Volume by using Eq. 17
2: Compute Maximum Window Energy, Total Energy and

the envelope.
3: Compute Spectral roll off = arg[(|X (f )|2) ∗ 0.85 <

|Xhalf (f )|2], where, Spectral Roll off is the fraction of
bins in the power spectrum at which 85% of the power
is at lower frequencies

4: Take FFT of input define frequency axis
5: Starting from 0 Hz combine energy of samples till it

become 85% of half of the energy of total spectrum
6: Compute Spectral Centroid by using Equ. 18
7: Compute Spectral flux by using Equ. 19
8: Compute ZCR by using Equ. 17
9: Compute Cross Correlation between sample vectors, X

and Y
10: Compute the mel frequency cepstral coefficients of a

speech signal using the mfcc function of MATLAB
11: Design a linear predictor (FIR) filter for reference gun-

shot signal using MATLAB.
12: Pass the signal to be classified through that filter
13: compare estimated error for signal with that of reference

14: if value is within threshold than signal is gunshot else
noise

15: Store feature Matrix into X, i.e. X = FeatureMatrix
16: if Second = 1 then
17: M = Load Training Data
18: SVMTRAINED = Training SVM Classifier
19: SAVE SVMTRAINED
20: end if
21: LOAD SVMTRAINED
22: Cross Validate SVMTRAINEDwith ‘‘X’’ Feature Vector

23: Return SCORE

III. RESULTS
The performance of the proposed algorithm is evaluated by
measuring the accuracy of the proposed technique. The audio
and video anomalies are different streams, but one can cause
the other to happen. For example, if there is a gunshot,
crowd can get panic, which is a visual anomaly clue. Com-
bining both anomalies, the result for the anomaly detection
can be improved. We used this hypothesis to perform our
experiments.
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FIGURE 5. UMN data set visual Classification Sequence 1.

For faster and reliable approach towards the accurate
anomaly detection, the size of video frame which we ran-
domly choose to be 120× 160, the particle adverted on each
frame are kept constant i.e. 100. This ensures that output
quality remains the same as the input. Windowing for moving
averaging filter is kept at 15 samples per filter to capture the
steady state response, so that filter can work smoothly.

To decide the decision boundary between anomaly and
normal condition we define two thresholds. These thresholds
are selected empirically to get a tradeoff between precision
and recall. Threshold th1 is chosen to be 70, and threshold
th2 is selected as 0.03. Videos used for evaluation of the
proposed technique are recorded at 30 frames per second.
To reduce false positives while restricting missed detections
to rise, we empirically selected a wait time of 100ms. This
ensures that wrongly detected anomalies which last for less
than three video frames should not be detected.

Three different types of extensive evaluations are presented
in this section.
1. Comparison of video based anomaly detection algo-

rithms with the proposed anomaly detection framework
without audio cues is presented. For comparison, pro-
posed method is compared with the SFM based anomaly
detection method [24].

2. Comparison of audio classification based on SVMbased
classifier and interpolation based deep learning audio
classifier [19] is presented.

3. Comparison of the accuracy of the proposed audio-visual
anomaly detection framework by using two different
audio classifiers is presented. Furthermore, the proposed
audio-visual anomaly detection algorithm is compared
with the other state-of-the-art in the field of online visual
anomaly detection. Methods chosen for the comparisons
are online anomaly detection algorithms which are the
state-of-the-art in the field of visual anomaly detection

In the best of our knowledge, there is no publicly avail-
able audio-video datasets, therefore, we have used separate
publicly available datasets for evaluation of audio and video
anomaly classifiers. Audio anomaly classifiers are tested and
compared on the publicly available DCASE dataset [47].
DCASE is an audio only dataset and it does not include

videos. To compare the performance of video classifiers
we have used publicly available UMN datasets [48]. For
audio-visual anomaly detection, we have combined audio
and video data to create audio-visual data for evaluation of
the proposed audio-visual anomaly detection framework. The
process used for creation of audio-visual data is explained
in Section III-C.

A. ANOMALY DETECTION WITH VIDEO CUES
Evaluation of the proposed anomaly detection algorithm
without using audio cues is conducted on video datasets
including UMN [48] dataset.

Results with video cues by using SFM and particle
advection-based visual anomaly detection method are pre-
sented in Figs. 5 - 9. It can be seen in these figures that
anomaly detection based on visual data only, can sometimes
fail to correctly classify the events into normal and abnor-
mal events. There are false negatives as well as false posi-
tives in detection. Another phenomena which is obvious in
these Fig. 9 is that there is late identification of anomaly in
the existing techniques. This delay in event detection is of
approximately half of a second.

The results based on anomaly detection on video data only,
shows miss-classifications as can be seen in Fig.6 (c and d)
and in Fig. 7 (e and f). The problem of late detection and false
detection has been solved in the proposed anomaly detection
framework. It can be seen in Table 1 that improved detection
accuracy is achieved evenwithout using audio cues. However,
it is later shown in the results that the inclusion of audio
cue has further improved the accuracy. Furthermore, in the
previous PSO based particle advection methods it was hard to
define threshold, we eliminated this problem by introducing
a reliable filter and considering anomaly if it happens in three
consecutive video frames. Results presented in Table 1 show
that the proposed method even without inclusion of audio
cues shows better results compared to [24].

B. ANOMALY DETECTION BY USING AUDIO CUES ONLY
In this subsection we compare accuracy of SVM based audio
classifier with the deep learning based audio classifier [19].
Datasets used for comparisons are taken from the DCASE
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FIGURE 6. UMN data set visual classification Sequence 2.

FIGURE 7. UMN data set visual classification Sequence 3.

FIGURE 8. UMN data set visual classification Sequence 4.

TABLE 1. Comparison of video based anomaly detection.

Challenge Task 2 [47]. Audio datasets with three differ-
ent anomalous events: baby cry, glass break and gunshot

are taken from the data set and used for comparison of
audio results. These 15 datasets are recorded in 15 different
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FIGURE 9. UMN data set visual classification Sequence 5.

environments which are listed in Table 2. Area under the
Curve (AUC) scores of [19] and the SVM based technique
are compared in Table 2. It can be seen that the performance
of both audio classifier is somewhat similar.

TABLE 2. Comparison of AUC score for deep learning based
Autoregressive networks audio classifier and
SVM based audio classifier.

C. ANOMALY DETECTION BY USING AUDIO
AND VIDEO CUES
The audio visual data sets which include examples of dif-
ferent type of gunshots are used for the evaluation pur-
poses. There is no publicly available audio visual data set for
anomaly detection, therefore, we have created audio-visual
data set by combining publicly available audio dataset with
the video dataset.

Our solution is relevant to unusual crowd activity with
possible reason of anomalous activity. Considering this we
have taken audio data from DCASE Challenge Task 2 [47]
which describes situations where people are in some hallway,
park, and train station, we also collect almost hundred exam-
ples for gunshots with variety of gun shot types. There are
challenges in overlapping and aligning the anomaly in video

with the audio sequence. Under the given circumstances we
did not have the audio having all the characteristics for the
proposed task. The first task is to find the binary decision
pattern for the anomaly in video sequence. The output is the
prediction only based on visual cues. This binary decision is
further refined by manual input by observing the individual
frame in the dataset. After extracting the anomalous decision
boundary, we preparemultiple audio clips bymixing of sound
clip of people in hallway, train station, park with gunshots.
The mixing is done in such a way that the gunshot clip is
only chosen if the visual decision boundary evaluates to true
and there is manual input of allowing the gunshot to be added.
We add this chosen gunshot to sound clips of crowd in public
and normalize the range of [1, −1].
For better understanding we explain the process with the

help of a test example in Figs. 10-16. After taking a decision
from the video sequence Fig. 10, we performmanual decision
stum as shown in Fig. 11. Based on the visual result we
perform final selection of stump as shown in Fig. 12. Next
we take an example of audio sample representing a gunshot
as shown in Fig. 13. A portion of this gunshot audio based
on the decision stump is extracted which is shown in Fig. 14.
As a final step we take a normal audio signal such as from a
train station scenario and merge the gunshot audio which this
normal audio sequence.

Figure 17 through 19 demonstrates that the inclusion of
audio event and overall anomaly detection based on video
and audio data helps to achieve faster and reliable anomaly
detection.

There can be scenarios where the visual data can tem-
perately be missing, however, a high score of audio event
is available. In such cases, the proposed algorithm correctly
identifies anomalywhichwould not be possible with anomaly
detection by using video cues only.

As mentioned earlier, performance of the proposed
audio-visual anomaly detection framework is tested with two
different audio classifiers

SVM based classifier
autoregressive network based audio classifier

Detection results of the proposed audio-visual anomaly
detection framework with two different audio classifiers are
summarized in Table 3.
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FIGURE 10. Decision from video signal.

FIGURE 11. Manual stamping.

FIGURE 12. Final selection stump.

FIGURE 13. Gunshot audio sample.

If we compare Table 3 with the Table 1, we can see that
that the proposed algorithm has out performed the algorithms
based on video based anomaly detection only. There is a clear
improvement in overall accuracy of the proposed algorithm.
In total, false positive and false negative rate has been reduced
while true positives has been increased and the overall accu-
racy has been improved.

It can also be seen in the Table 3 that the performance
of the proposed anomaly detection framework with the

SVM audio classifier remains almost the same even if we
replace the audio classifier with the more complicated deep
learning based autoregressive network audio classifier. The is
because the audio classifier assists video classifier to improve
the overall anomaly detection accuracy by detecting audio
anomalies when video data is missing or noisy. Therefore,
we can conclude that the proposed anomaly detection frame-
work even with a simple SVM based classifier is enough to
get highly accurate anomaly detection results.
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FIGURE 14. Selection of gunshot based on decision stump.

FIGURE 15. Audio signal (Crowd on a train station).

FIGURE 16. Final merger of gunshot with the normal sound clip.

TABLE 3. Comparison of audio-visual anomaly detection by using two different audio classifiers.

Plot for the true positive against the false positive is shown
in the Figure. 20. This shows a very good true positive rate
compared to the false positives.

Comparison of the overall accuracy of the proposed
method with the existing techniques is presented in Table 4.

The proposed method exploits audio and video cues,
therefore, for comparison, five sequences of UMN dataset
combined with the audio data are used to calculate the over-
all accuracy. Whereas, all other techniques are video based
anomaly detection techniques, therefore, accuracy of video
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FIGURE 17. Audio video event classification sequence 1 (a) Normal scene detection (b) Abnormal scene focused with
gunshot detection (c) Gunshot detection score two peaks shows two shots (d) Interaction force with threshold
declaration.

FIGURE 18. Audio video event classification sequence 4 (a) Normal scene detection (b) Abnormal scene focused with
gunshot detection (c) Gunshot detection score four peaks shows three shots with in three seconds (d) Interaction forces
plot for each frame seconds (d) Interaction forces plot for each frame.
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FIGURE 19. Audio video event classification sequence 5 (a) Normal scene detection (b) Abnormal scene focused with
gunshot detection (c) Gunshot detection score for almost five peaks shows four continuous shots (d) Averaged forces plot
against each frame.

FIGURE 20. True positives vs false positives.

based methods shown in Table. 4 is evaluated by using video
sequences of UMN dataset. This can again be seen in Table 4
that the proposed method has higher accuracy compared to
the existing techniques for anomaly detection.

D. DISCUSSIONS
In the proposed framework we have provided a solution for
anomaly detection in an outdoor environment where surveil-
lance cameras are usually installed to monitor activities of
general public. Existing techniques for anomaly detection
rely on video data only to automatically detect anomalies
in the surveillance area. However, most of the abnormal
activities in surveillance area cause anomalies in the video
as well as audio. Although the audio and video anomalies
are different streams, but one can cause, the other to hap-
pen. We have proved with the proposed anomaly detection

framework that combining both modalities result in better
detection accuracy as can be seen in Table 4. To prove this
hypothesis, we presented three different types of evaluation
result
1. The proposed technique with video only modality is

compared with other state-of-the-art in the area of
anomaly detection for video surveillance and it is shown
Table 1 that the proposed framework even without
audio modality performs slightly better than the other
methods.

2. The proposed technique with audio only modality is
compared with the other state-of-the-art in the area of
audio based anomaly detection and it is shown in Table 2
that the audio anomaly detection method used in the
proposed framework performs equivalent to the other
deep learning based audio anomaly detection methods.

3. As mentioned in the Introduction section of the paper,
in best of our knowledge, there is no algorithm in the
literature which uses both audio and video modalities to
detect abnormal activities in scenes which are usually
monitored by cameras only. The proposed framework
is the first effort to prove that the audio modality com-
bined with the video modality can perform better to
accurately detect abnormal activities. Therefore, in the
third and final comparison, we have shown and proved
that the proposed audio-video based anomaly detection
framework gives better results. These comparisons are
presented in Table 3 and 4, whereas, the supremacy of
the proposed framework can also be seen in Figs. 17-20.
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TABLE 4. Accuracy comparison between proposed and existing methods.

IV. CONCLUSION
An efficient anomaly detection technique has been presented
for the detection of abnormal behaviours among crowds in
outdoor environment. The developed technique is based on
audio and visual data. This has been shown that the video
based event detection combined with the audio classifications
has helped to improve the anomaly detection accuracy. The
comparison of the proposed algorithm with the existing ones
show that the proposed method has superior performance in
terms of improved accuracy and reduced number of false
detections.
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